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Abstract

Having access to a 3D view of solar velocity fields and their variation in time is
of great importance for understanding the mechanism of solar activity as a whole.
Moreover, knowing the deep structure of the Sun gives a great insight on the stellar
structure in general. The Sun being the closest star, its surface can be observed with
very high precision. Notably, the observation of solar oscillations at the solar surface is
now available for several years from ground based networks such as GONG and dedi-
cated instruments such as MDI and GOLF inboard SOHO spacecraft. Helioseismology
consists on analyzing these oscillations in order to infer this valuable information about
the inner structure and dynamics of the Sun.

In this thesis, I used helioseismic data in order to infer long-term variations of
horizontal flow fields (meridional and zonal flows) in latitude, longitude, and depth
during the declining phase of solar cycle 23. In addition, I used helioseismology as a
tool to constrain solar models in the light of the new estimates of solar chemical heavy
element abundances which are currently one of the most debated issues in the field of
solar interior modeling.

I have performed ring diagram local analysis of solar Doppler images in order to
infer the underlying flows (down to about 16 Mm below the surface). The sensitivity of
the technique to two main aspects has been studied, the mapping of solar images and
the choice of solar model ingredients which are used in the inversion procedure leading
to the internal flows. The appropriate mapping has been deduced from this work and
the sensitivity of the method to the change in solar model parameters turned out to be
insignificant for the current observational resolution.

Seven years of continuous GONG data has been analyzed using the ring diagram
method in order to infer sub-surface meridional and zonal flows. This period has allowed
a detailed study of the change of horizontal flows with activity since it starts with a
maximum activity period of the declining phase of solar cycle 23 and ends with a very
low activity period. Many interesting behaviors of the flows have been found such
as the acceleration of the meridional flow and the dominance of the dynamics of the
southern hemisphere relative to the northern hemisphere. The radial gradient of solar
angular velocity has also been studied in detail showing an unusual behavior of this
gradient that appeared at the beginning of the long solar minimum of solar cycle 23.

Concerning the internal solar structure, solar models with different heavy element
abundances have been constructed using the stellar evolution code CESAM. Abun-
dances measured recently using a 3D modeling of solar turbulence are lower than those
obtained from a 1D modeling of turbulence. Solar models based on these new abun-
dances lead to an important discrepancy with helioseismic measurements. Findings in
this topic concern the low degree acoustic modes that turned out to be sensitive to the
change on the solar abundances. Notably, the new estimates of solar abundances lead
to conflicting calculations of the characteristics of these modes with observations.
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Résumé

La connaissance du champ de vitesse du soleil à 3 dimensions est d’une importance
majeure dans la compréhension du méchanisme régissant l’activité solaire. De plus,
l’information acquise par l’étude de la structure interne du soleil peut être précieuse
pour la compréhension de la structure stellaire en général. Le Soleil étant l’étoile la plus
proche, sa surface peut être observée avec grande précision. Notamment, l’observation
des oscillations solaires est, à présent, accomplie depuis plusieurs années par les réseaux
au sol comme GONG et les expériences MDI et GOLF à bord du satellite SOHO.
L’héliosismologie consiste en l’analyse de ces oscillations pour obtenir ces précieuses
informations sur la structure interne et la dynamique du Soleil.

Dans cette thèse, j’ai utilisé les données héliosismiques dans le but d’étudier les vari-
ations à long terme des flux de vitesses horizontales (méridionale et zonale) en latitude,
longitude et rayon, durant la phase descendante du cycle 23 d’activité solaire. Aussi,
une étude relative aux modèles solaires basés sur les nouvelles abondances chimiques
a été abordée. Ce problème représente, de nos jours, l’un des sujets ouverts les plus
débattus en physique solaire.

J’ai établi l’analyse locale dite des diagrammes en anneaux des images Doppler
solaires pour la détermination des flux de vitesses sub-photosphériques. La sensibilité
de la technique à deux principaux aspects qui sont la cartographie des images solaires
et l’utilisation des modèles solaires dans la génération des fonctions intervenant dans
l’inversion des vitesses horizontales, ont été étudiées. La projection géométrique la
mieux appropriée à la technique a été déduite et le changement de bon nombre de
paramètres du modèle solaire s’est avéré sans grand effet sur la détermination des
vitesses avec la résolution actuelle des images solaires utilisées.

Sept années de données GONG ont été utilisées pour mesurer les vitesses horizon-
tales sub-photosphériques par la méthode des diagrammes en anneaux. Cette période
s’étalant du maximum au minimum d’activité solaire, a permis une étude détaillée de
la variation temporelle des vitesses horizontales en fonction de l’activité. Cette étude
à long terme a révélé des variations temporelles d’une grande importance. Notam-
ment, l’accélération du flux méridien et la prédominance de la dynamique, ainsi que
de l’activité, de l’hemisphère sud. Le gradient radial de la rotation des couches sub-
photosphériques a été étudié en détail, révélant ainsi un comportement particulier de
ce gradient au debut de la période du minimum solaire du cycle 23.

Une étude dédiée à la structure interne du soleil a été accomplie. Plusieurs modèles
solaires incluant diverses mixtures chimiques ont été générés par le code d’évolution
stellaire CESAM. Ces modèles ont permis de montrer la sensibilité des modes acous-
tiques solaires de bas degrés au changement d’abondances. Notamment, les nouvelles
abondances ont induit d’importantes incompatilités entre le calcul des caractéristiques
de ces modes et les observations.
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Introduction

We can only see a short distance ahead, but we can
see plenty there that needs to be done

A. M. Turing

Shems, Soleil, Sun, Sonne, are words that are used to refer to the diurnal
star of our world. Beautifully, the majestic letter S is ubiquitous in all these
words whatever their etymological origin is. S also reigns the words Surface, Sub-
Surface, Structure, Sound and harmoniously lead us to the word ’Seismology of
the Sun’ which is the Science that Seeks to unveil the Secrets of the interior of
the Sun by Struggling with the information hold by the Sound waves observed at
its Surface.

Undoubtedly, since the discovery of acoustic waves at the solar surface, their
exploration has provided us with the most precious details of the dynamics and
structure of the solar interior. Since acoustic waves are sensitive to physical
properties of the plasma in which they propagate, Seismology of the Sun, or
simply helioseismology, acts as a real ’microscope’ to check the reliability of the
physical processes included in solar models obtained from the stellar evolution
theory. This is performed by comparing seismic quantities such as sound speed or
density inferred from the inversion of the observed acoustic oscillation frequencies,
estimated by what is known as ’global helioseismology’, to those corresponding
to the standard solar model. Perhaps, the greatest example in this context is the
chemical elements diffusion which were neglected in standard solar models but has
been confirmed from these comparisons to be of great importance in the material
transport inside the Sun. Diffusive solar models reached an amazing accuracy of
less than 2.10−3 between the seismic and the model sound speed. However, this
incredible concordance between the theoretical and the observed Sun broke down
recently when the solar heavy element abundances have been found to be lower
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than those previously used to build solar models. The new model reveals now a
discrepancy up to 1.5.10−2 between the seismic and theoretical sound speed.

Helioseismology is not only able to tell us about the solar internal structure
but also about the dynamics of the Sun which is dominated by the differential
rotation that breaks the degeneracy of oscillation modes by splitting them into
multiplets. By inverting the observed splittings, rotation in radius and latitude
has been unveiled in an unexpected picture where the convection zone of the
Sun rotates differentially in latitude and radius whereas rotation becomes uni-
form in the radiative zone. The transition between the convective and radiative
zones is a shear layer called the tachocline. However, no information about the
north-south asymmetry of the flows can be inferred from global helioseismology.
Moreover, flows also exist along solar meridians but are not resolved from the
multiplets because of their very weak amplitude compared to the angular veloc-
ity. Nonetheless, their measurement in the Sun is as important as the rotation,
notably, because of the role they play in solar dynamo models for clocking the
overall solar activity cycle. In order to have access to this missing information
in global helioseismology studies, acoustic waves are studied locally rather than
in the whole Sun. This is known as local helioseismology. It gathers several
techniques that have been successfully used in order to study large scale flow
fields in a 3D view of the sub-surface layers, and at smaller scales, the structure
and underlying flows below active regions. This thesis is a contribution to the
study of the internal dynamics and structure of the Sun through a new analysis
of its widely explored oscillation frequencies. This work has been motivated by
the availability of continuous observational acoustic oscillation data spanning the
whole declining phase of solar cycle 23 from the ground-based Global Oscillation
Network Group (GONG) providing us with the opportunity to study long term
variations of the flow fields as a function of latitude, longitude, depth and the
changing magnetic activity level, that help us lifting some hints on the solar cy-
cle mechanism. Ring diagram analysis which is one of the current successfully
used helioseismology techniques is applied to GONG Dopplergrams to measure
sub-surface horizontal flow fields. However, care has been taken on using this
technique by systematically studying how the data processing parameters can
influence the results. Also, I will discuss the origin of some artifacts that can
alter our inference of the solar velocity fields.

In part I of this manuscript, I will try to give a concise answer to the two
questions that are my main motivations on holding this work; ’why do we need
to measure flow fields inside the Sun?’ and ’How can we measure them?’. To
answer the first question, I will devote the chapter 1 to an overview of the solar
dynamo theory and emphasize the importance of having accurate measurements
of flow fields inside the Sun along lines of latitudes (rotation) and lines of longi-
tudes (meridional circulation) which are crucial inputs of the flux transport solar
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Introduction

dynamo models of the solar activity cycle. The second question is answered via
a concise state of the art of rotation and meridional circulation measurements
which, inside the Sun, have entirely been deduced from helioseismology. Notably,
I will discuss the radial gradient of angular velocity which might reveal another
shear at high latitudes close to the surface, but is still hardly resolved from cur-
rent helioseismic measurements. Helioseismology is the principal tool to assess
flow fields inside the Sun hence it is important to understand both its theoretical
and observational basements. Hence, chapter 2 will be an overview on helio-
seismology starting with its theoretical foundations to establish the nature and
properties of solar oscillations as well as the effect of a flow field on the frequencies
of solar modes. Then, a short summary on the actual observational facilities from
space and ground-based network is given. Finally, two investigation methods of
helioseismic data, global and local helioseismology, are discussed.

In part II, I have considered two particular problems that are both inspired
from the same question of ’How the standard solar model parameters affect solar
oscillation properties?’ even though their purposes are quite different. Chapter
3 is devoted to the use of helioseismic constraints to check the reliability of solar
models that I have computed from a stellar evolution code (Code d’Evolution
Stellaire Adaptatif et Modulaire; CESAM). Several mixtures of heavy element
abundances have been used, notably those recently determined with lower abun-
dances of C, N and O than their old determinations. I will present my contribution
on this issue and show that the change in solar heavy element abundances is af-
fecting the modeling of the whole solar interior including the core when taking
into account helioseismic constraints given by the observed small separations of
low degree modes. The motivation of this part of the work was that these new
abundances came at the beginning of my work and appeared as a major new
challenge to helioseismologists. However, most of the work presented in this the-
sis is about the measurement of large scale velocity fields inside the Sun rather
than the structure. In chapter 4, I will present my outcomes on the effect of the
change in solar model parameters on the sensitivity functions (or kernels) that
are relating solar oscillation frequency perturbations to the underlying velocity
fields. The study of these kernels is of a great importance, since they are the
main ingredient of the inverse problem that consist of inferring flow fields from
the observed perturbations of the acoustic power spectra. I will limit this study
to high degree modes that are the only set of solar oscillations that can be used
for local helioseismology.

In part III, I will discuss in chapter 5 the ring diagram analysis which is one
of the local helioseismology techniques that can be used to infer rotation and
meridional circulation below the surface. This technique seeks distortions in the
3D solar oscillation power spectra of localized regions of the Sun that are directly
related to the underlying flows. It assumes that acoustic waves are locally plane
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waves which in return require the use of small spatial sizes. Consequently, the
observed modes will be restricted to those having shorter wavelengths than the
spatial size which have high degrees, roughly from 100 to 1000. These modes
limit the probed internal layers to immediate sub-photospheric layers (down to
about 16 Mm, i.e. 2% of the solar radius). To infer subsurface flows from se-
quences of solar images at different latitudes and longitudes, I analyzed GONG
Dopplergrams using the ring diagram pipeline, that I either modified or upgraded
in several aspects. Notably, I used the sensitivity functions discussed in chapter
4 to study the effect of solar model ingredients in sub-surface velocity field mea-
surements. I will devote chapter 6 to the study of the effect of the geometric
mapping used to define a proper spatial sampling of each region of interest on
the solar surface. Indeed, a bad mapping can lead to distorted power spectra and
biased measurements. By using several types of mappings, I tried to deduce the
one that leads to the weakest artifacts in the measurements.

In part IV, I will give in chapter 7 my results on the study of long term
variations of sub-photospheric horizontal flow fields derived from ring diagram
analysis of continuous GONG Dopplergrams with 1 min cadence and spanning the
period July 2001 until June 2008 which covers 93 Carrington rotations. Velocities
are given for a set of latitudes and longitudes at depths going from the first Mm
below the surface down to about 16 Mm. I have then assembled velocity fields into
synoptic maps that give a general view of the flows as a function of latitude and
Carrington longitude at different depths for each Carrington rotation. Meridional
and zonal (residual of the rotation) flows are assembled from these maps and
averaged in Carrington longitudes for each latitude and depth to perform a study
on their north-south asymmetries. Temporal variation of the averaged meridional
flow reveals a strong one year periodicity at high latitudes that we have been able
to correct after identifying it as an artifact linked to the yearly B0-angle variation.
Other eventual sources of artifacts are also discussed. Moreover, northern and
southern horizontal flow fields inferred at different magnetic activity levels are
discussed. In the context of the search for relationships between solar activity
and the horizontal sub-surface flows, a study on the comparison between sub-
photospheric layers rotation and that derived from tracing small bright coronal
structures has been accomplished. Finally, I will present in chapter 8, my study
on the long term variation of the sub-photospheric radial gradient of angular
velocity and try to extend the ring diagram analysis to latitudes up to 60◦ in an
attempt to confirm the sign reversal of the gradient previously hinted around this
latitude from global helioseismology.
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Dynamics of the Sun and
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Chapter 1

Dynamo and Dynamics

The solar dynamo is like a jigsaw, where each
individual piece of physics must be understood
before the pieces are assembled in a global model.

S. M. Tobias

Abstract

The solar magnetic cycle is driven by large-scale motions of the plasma that advect
the primary magnetic flux and contribute to the generation of strong magnetic
fields. The Sun is then believed to act as a huge dynamo maintaining its magnetic
field from differential rotation and meridional circulation.
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1. DYNAMO AND DYNAMICS

1.1 Milestones of the solar dynamics

The detection and explanation of the dynamics of the Sun have been a tremen-
dous problem in science since early times. Thanks to continuous observations of
the solar surface since the advent of the telescope in the 17th century, especially
systematic observations of sunspots have established the first milestones of the
dynamics of the sun. First, Schwabe (1838) discovered the solar cycle after notic-
ing a cyclic change of the sunspot number over years and concluded a period of
about 10 years. This period has been defined to be 11.111± 0.038 years by Wolf
(1852) who assembled sunspot observations from several years and recovered so-
lar cycles back to the year 1761 from which he started counting the solar cycle
number1. Second, Carrington (1858) discovered two main features of the solar
dynamics. He noticed that the higher the latitude of the sunspots the slower is
their zonal displacement, this is known as differential rotation. Carrington also
realized that the latitudes where sunspots are seen decrease from the maximum
to the minimum of a solar cycle. At the minimum, sunspots are confined in
an equatorial belt of about 20◦ north and south, whereas during the maximum,
this activity belt is enlarged to 40◦ north and south. This feature is clearly seen
through the butterfly diagram presented first by Maunder (1904) shown in figure
1.1. These findings and the discovery of the magnetic origin of sunspots by Hale
(1908) from the detection of the Zeeman effect in the sunspot spectrum helped
on establishing the basic thoughts on the origin and the development of solar ac-
tivity. This was completed by many observations such as the tilt angle between
the leading sunspot and the following ones in a sunspot group (Joy’s Law), cycle
polarity reversals, the poleward migration of the diffuse magnetic field at the
surface and the north-south magnetic asymmetry.

All these observations led to a tremendous work on modeling the magneto-
hydrodynamical properties of the polarized solar plasma (MHD models) in order
to reproduce the solar activity mechanism. Nowadays it is still the major unre-
solved problem in solar physics. The generally accepted concept is that the Sun
is a huge dynamo operating in the convection zone by large-scale motions of the
conducting fluids to generate the magnetic field.

Even though several dynamo models have been proposed so far, in the fol-
lowing I will only describe the widely and successfully used mean field dynamo
models and assess the importance of measuring subsurface flows. A very extensive
literature is now available on this topic (e.g Charbonneau, 2005, 2009; Nandy,
2009; Stix, 2002; Weiss and Thompson, 2009)

1Wolf’s identification of solar cycles is based on the sunspot number R = K(t+ 10g) where
t is the number of individual sunspots, g is the number of group spots and K is a correcting
coefficient related to the observational tool used. This number, called Wolf Number or sunspot
number, is still used today to quantify solar activity.
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1.2 Basics on solar dynamo modeling

Figure 1.1: First butterfly diagram constructed by Maunder in 1904 showing the distribution
of sunspots in latitude from 1877 to 1902.

1.2 Basics on solar dynamo modeling

The essential problem for creating a solar dynamo model is on finding the solution
to the magnetohydrodynamical induction equation, generated from Maxwell’s
equations, that gives the temporal evolution of the magnetic field B (1.1), where
the divergence-free condition ∇.B = 0 is always maintained:

∂B

∂t
= ∇× (u×B− η∇×B), (1.1)

where η is the magnetic diffusivity. The term containing it in equation 1.1 (second
term of the right hand side (RHS)) represents the resistive dissipation of the
current systems supporting the magnetic field and thus is a damping source term
for B. The first term of the RHS represents the inductive action of the flow
field u, and thus is the source term for B. Basically, resolving the solar dynamo
problem consists on finding a flow field u capable to preserve B against the ohmic
dissipation. In addition, the solar dynamo model needs to reproduce the many
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1. DYNAMO AND DYNAMICS

observed solar cycle characteristics such as the butterfly diagram and the polarity
reversal.

One way to simplify this problem is to separate the magnetic field and the
flow field into a mean axisymmetric component and a fluctuating component
that gathers all the non-axisymmetric contributions such as B = B̄ + ′b and
u = ū + ′u. Two equations corresponding to the two components are then
deduced from the induction equation. However, the two components are coupled
by the term ′u× ′b which is usually approximated as an expansion of B̄ such as
′u×′b = αB̄+β(∇×B̄)1 where α and β are parameters related to the turbulence
of the fluid. The mean field induction equation which governs what is known as
”the mean field solar dynamo theory” is then given by

∂B̄

∂t
= ∇× (ū× B̄ + αB̄− ηt∇× B̄), (1.2)

where ηt = η + β is now the total diffusivity of the fluid.
Moreover, the mean magnetic field can be written in spherical coordinates (r, θ, φ)
as a sum of a toroidal component Bφ (longitudinal or azimuthal) and a poloidal
component Bp = ∇ × Aeφ (contained in the meridional plane, i.e. has a radial
and a meridional component) such as B̄ = Bφeφ + Bp. The flow field can also
be decomposed in the same way ū = uφeφ + up where uφ = r sin θΩ(r, θ); Ω is
the angular velocity and up=urer+uθeθ is the meridional circulation. By taking
into account these two decompositions in addition to the constraint ∇.B̄ = 0,
one can obtain separate equations of the temporal evolution of the two magnetic
field components from equation 1.2.

∂A

∂t
= ηt(∇2 − 1

r2 sin2 θ
)A− up

r sin θ
.∇(r sin θA) + αB̄ (1.3)

∂Bφ

∂t
= −1

r
[
δ

δr
(rurBφ) +

δ

δθ
(uθBφ)]

+r sin θ(Bp.∇)Ω− eφ.[∇ηt ×∇×Bφeφ] + ηt(∇2 − 1

r2 sin2 θ
)Bφ

(1.4)

The source term [r sin θ(Bp.∇)Ω] in the equation of the temporal evolution of
Bφ 1.4 corresponds to the production of the toroidal field (Bφ) from the
stretching of the poloidal field Bp by the differential rotation gradient
(the Ω-effect). The source term [αB̄] in the equation of the temporal evolution
of Bp 1.3 reveals the regeneration of the poloidal field from the twisting of the

1 this equation is given under the approximation of a homogeneous, weakly isotropic tur-
bulence otherwise α and β are pseudo tensors defined from a turbulence model.
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1.2 Basics on solar dynamo modeling

Figure 1.2: source: Dikpati and Gilman (2009).
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1. DYNAMO AND DYNAMICS

toroidal field by turbulence (the α-effect, introduced first by Parker (1955)). On
the other hand, terms including meridional circulation up are advection terms
i.e meridional circulation transports magnetic field but does not creat
it nor destroy it. The rotation gradient, the meridional circulation and the α
coefficient are input ingredients to the model, hence it is necessary to correctly
infer their profiles in depth and latitude either from simulations or from obser-
vation. This model is known as the flux-transport αΩ mean field dynamo model
(Choudhuri et al., 1995), its global scenario is illustrated in figure 1.2 and can be
summarized as follows :

1. Differential rotation creates the toroidal magnetic field by stretching a pre-
existing poloidal field at the base of the convection zone where the tachocline
(a strong rotation shear layer) is located.

2. The toroidal field rises to the solar surface by magnetic buoyancy and erupts
through the surface creating sunspots.

3. The non-axisymmetric mechanism α−effect (turbulence) regenerates the
poloidal field from the toroidal field at near surface layers.

4. Meridional circulation transports back the poloidal field to the base of the
convection zone where the amplification and storage of the toroidal field
take place. Thereby, the cycle is maintained.

Nowadays, this scenario is one of the most plausible dynamo models as it
allows to reproduce most of the observed solar cycle characteristics such as the
butterfly diagram, the tilt of the bipolar sunspot pairs and the period of the solar
cycle (Dikpati and Gilman, 2009). However, opinions differ as to the location and
origin of the α−effect, which gives rise to the most important difference between
the current solar dynamo models. Also, the location of the generation and ampli-
fication of the toroidal field is still questionable and near surface dynamos have
been suggested (Brandenburg, 2005; Dikpati et al., 2002) regarding the recent
helioseismology observations of a near surface radial shear (Corbard and Thomp-
son, 2002).

1.3 Large-scale flow measurements

As shown from the previous section, Meridional circulation and rotation are cru-
cial ingredients of the solar dynamo theory. The advent of heliosesimology, which
consists in the exploration of information about the dynamics and the structure
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1.3 Large-scale flow measurements

Figure 1.3: Source: Thompson et al. (2003)

of the Sun that is carried by the acoustic solar oscillation, enabled us to mea-
sure these large-scale flows inside the Sun. In this section, I will summarize the
state-of-the-art of our current knowledge on the measurement of solar rotation
(see Howe, 2009) and meridional circulation.

1.3.1 Solar differential rotation

Surface rotation

Before helioseismology techniques were available, only solar surface rotation has
been accessible to the observation using several techniques (Beck, 1999). In ad-
dition to the oldest method of sunspot tracking, different magnetic tracers such
as faculae, plages and supergranulation, have been used to estimate the solar ro-
tation rate (Bumba and Klvana, 1994). Magnetic features are usually rotating at
different speeds and faster than the solar photosphere as revealed from Doppler
measurements of the photosphere as shown in figure 1.3 (e.g. Foukal, 1976). This
is widely admitted to be due to the fact that the active regions are anchored
inside the Sun at different inner layers rotating faster than the surface. Also,
most of the magnetic tracers are confined in the activity belt (up to 45◦ north
and south at the beginning of the cycle and few degrees around the equator at
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1. DYNAMO AND DYNAMICS

the end of the cycle) which limits the latitudinal extension of rotation measure-
ments. Solar rotation at the surface has been known to be differential in latitude
since early sunspot observations and the first empirical differential rotation law
was formulated by Carrington such as Ω(nHz) = 456.53 − 64.97 sin7/4 θ, where
θ is the latitude. The equatorial rotation in this formula (i.e. 456.53 nHz or
14.2 deg/day or a sidereal rotation period of 25.38 days1) is still used in helio-
graphic coordinates to define the longitude -called Carrington longitude- of solar
magnetic features in time. Carrington’s formula was revised several times due
to better observations of sunspots but also due to spectroscopic measurements of
Doppler shifts of solar spectral lines, that allow rotation measurements to much
higher latitudes, as well as from other measurements. Currently, the rotation law
is widely accepted to be given as a function of the sin of the latitude θ such as

Ω(nHz) = a0 − a1 sin2 θ − a2 sin4 θ (1.5)

a coefficients are called tracking rates, a0 is the equatorial rotation rate and a1

and a2 are the differential rotation rates. Their values strongly depend on the
tracer used or the method, they are higher for magnetic feature tracers than for
the quiet Sun. The coefficients measured by Snodgrass (1984) are one the most
commonly used.

Internal rotation

In the last two decades, helioseismology enabled us to measure solar rotation,
by investigating the solar acoustic waves, not only at the surface but also in
the interior (Thompson et al., 1996). The main idea is that the rotation causes
splittings of the acoustic oscillation frequencies from which the properties of the
rotation can be inferred. More explicitly, in a sphericaly symmetric Sun, all
the acoustic eigenmodes with the same radial order (n) and angular degree (`)
would have the same eigenfrequency ωnl (see chapter 2), but because the Sun is
rotating, each mode is split into 2` + 1 components identified by an additional
number called the azimuthal number m = −`,−` + 1, ...`. This splitting of the
frequencies is the main observational quantity for helioseismic measurements of
the solar internal rotation. In the case of rigid rotation, it is given by:

ωnl0 − ωnlm = mCnlΩ, (1.6)

Ω is the rotation rate and Cnl is a constant depending on the considered solar
model and the properties of the eigenmode. First reliable splittings have been

1The Carrington rotation period also fixes the Carrington rotation number since Carrington
started to count it on November 9, 1853. For instance, November 10, 2009 corresponds to the
beginning of Carrington rotation 2090.
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1.3 Large-scale flow measurements

Figure 1.4: Internal rotation profile before and after helioseismology. Source: Hill (2008).

resolved by Duvall and Harvey (1984) and inverted by Duvall et al. (1984) who
gave the first estimation of the rotation inside the sun. This helioseismic analysis
is commonly called global helioseismology as the acoustic modes used are propa-
gating through the whole sun. Afterwards, better inversion methods have been
developed either as a function of radius only in the equatorial plane or as a func-
tion of radius and latitude through 2D inversions (see Corbard (1998) for more
details on the inversion of helioseismic data to infer solar rotation). Furthermore,
the launch of SOlar Heliospheric Observatory (SOHO) in 1995 allowed us to get
unprecedented observed frequency splittings from the Michelson Doppler Imager
(SOHO/MDI) data with a precision down to 1 nHz (Schou et al. (1998)).

One of the most important helioseismic results was the radial and latitudinal
profile of the differential rotation rate where the convective zone rotates differen-
tially and the radiative zone as a solid body - rotation of about 345nHz - . This
tremendous change of the rotation regime happens across a shear layer, much
less than 0.1 solar radius thick, called the tachocline (Spiegel and Zahn, 1992).
This result was unexpected and hence revolutionized the contemporary dynamo
models. In fact, before the advent of helioseismology, the used internal rotation
profile was that obtained from numerical simulations of rotating convection in
spherical shells (e.g. Gilman and Miller, 1986) that suggested that rotation veloc-
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1. DYNAMO AND DYNAMICS

ity should be nearly constant on cylinders of constant angular momentum aligned
with the rotation axis and decreasing inward with decreasing distance to the ro-
tation axis. Figure 1.4 illustrates the profile of the internal solar rotation given
from simulations1 (A) and that revealed from helioseismology (B). Panel C of
the same figure displays latitudinal and radial profiles of the rotation as revealed
from helioseismic analysis of the most commonly used data sets provided by MDI
and the ground-based Global Oscillation Network Group network (GONG). In
this figure, the tachocline is shown in addition to a near-surface shear layer that I
will discuss in the next section. Thompson et al. (2003) give a complete overview
of observational and theoretical insights on the solar internal rotation .

Subsurface rotation

The difference between the spectral Doppler shift and tracer measurements of
the rotation gave the first hints of a negative gradient of the rotation below the
surface (rotation increasing with depth). First helioseismic attempts to mea-
sure the rotation just below the surface were made by Rhodes et al. (1990) who
claimed the detection of a negative subsurface gradient from the inversion of in-
termediate degrees of p-modes (3 < ` < 170). However, splitting uncertainties
of the mid-80’s did not allow the confirmation of this result until GONG and
MDI data became available. Thompson et al. (1996) confirmed the detection of a
distinctive near-surface shear at low to mid-latitudes using global mode inversion
of frequency splittings from GONG. Kosovichev et al. (1997) and Schou et al.
(1998) used multiplet frequency splittings from MDI and confirmed the detection
of a significant rotational shear in a thin layer below the surface. Basu and An-
tia (2001) investigated the near-surface shear in both GONG and MDI data and
found that the shear layer persists at all latitudes when using frequency splittings
from GONG but vanishes at high latitudes (sign reversal of the gradient) when
using MDI data. The appearance of sign reversal at high latitudes in MDI data
has been related to the jet like features observed in this data (Schou et al., 1998).

Corbard and Thompson (2002) restricted their inversion to the use of funda-
mental modes (f-modes) frequency splittings from MDI with modes up to ` = 300
in order to focus on the near-surface rotation only (up to 15Mm) and investigated
the latitudinal variation of the rotational gradient up to 75◦. They found that
the radial gradient has a constant value of -400 nHz/Rsun from the equator up
to 30◦ (i.e. the rotation rate increases linearly with depth). Above 30◦ the gra-
dient starts to decrease until reaching a very small value at around 50◦. And
by filtering only high degree modes (` > 250) they found a sign reversal of the

1Nowadays, supercomputing facilities allowing the inclusion of more complex ingredients in
the simulation of rotating convective fluids are bringing the results more and more close to the
helioseismic profile of the internal rotation (e.g. Brun and Toomre, 2002).
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1.3 Large-scale flow measurements

rotational gradient which might then be localized in the outer most 5 Mm. Cor-
bard et al. (2008) repeated the same study with higher degree modes (` up to
1000) obtained by Reiter (2007) from a ridge fitting technique. From this data
set, they have been able to recover their previous results by using only modes up
to ` = 300. However, using all modes up to ` = 1000, i.e. when the shallowest
layers are included, the linear behavior of the rotation breaks down. Nonetheless,
it is hard to tell how reliable the determination of high degree mode splittings
from the ridge fitting techniques is since the amplitudes of these modes are weak
and the signal to noise ratio of the solar acoustic oscillation spectrum increases
dramatically in this part. This issue brings us to the importance of using local
helioseismology techniques to measure underlying flows and their gradients in the
sub-surface layers.

Indeed, local helioseismology which consists in the exploration of short lived
waves in localized areas, and hence limited to shallow layers, is suitable to mea-
sure radial gradient in the sub-photospheric regions. Several helioseismology
techniques such as ring diagram analysis, time-distance, and Fourier-Hankel de-
composition have been developed since the end 80s and are nicely summarized
in Duvall (1998) with an extensive literature to the early works related to each
technique. Local heliosiesmology of MDI and GONG images has allowed impor-
tant achievements in the exploration of the solar flow fields. For instance, Komm
et al. (2004) analyzed zonal flows inferred from the ring diagram local helioseis-
mology analysis (see chapter 3) and found that the radial gradient of the zonal
flow (rotation residual) is mainly negative except within 2 Mm below the sur-
face at latitudes poleward of about 20◦. Also the authors found good correlation
between the magnetic field and the radial gradient.

Torsional oscillations

Solar rotation also displays a well structured temporal variation seen when sub-
tracting the mean differential rotation from the daily rotation, first detected by
Howard and Labonte (1980). This pattern named Torsional oscillation corre-
sponds to equatorward migrating branches of faster and slower than average zonal
flows of a few m/s symmetric about the equator (see figure 1.5). Interestingly,
the torsional oscillation pattern is well correlated with the solar cycle where it
appears at the beginning of the solar cycle at the pole and reaches the equator
at the end of the cycle. More precisely, the torsional oscillation pattern begins at
the pole shortly before the first sunspots of the new solar cycle start to appear.
This has been assumed to be due to the formation of a strong toroidal field in the
high-latitude tachocline before the beginning of the sunspot cycle (Chakraborty
et al., 2009). Global helioseismology has been able to confirm that the torsional
oscillation pattern is not a near-surface phenomenon but rather penetrates deep
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1. DYNAMO AND DYNAMICS

Figure 1.5: Torsional oscillations obtained from Mount Wilson data since 1986. Source Howe
(2009).

into the convection zone. Howe et al. (2000) used combined rotational splittings
from GONG and MDI and reported a radial extension of the torsional oscilla-
tion pattern down to about 60 Mm (about 8% of the solar radius). Moreover,
Vorontsov et al. (2002) analyzed 6 years of MDI data and found that the torsional
oscillation persist in the entire solar convection zone. The torsional oscillation
pattern for 2008 has been one of the key aspects of the current extended solar
minimum (end of cycle 23 – beginning of cycle 24). Indeed, Howe et al. (2009)
reported that the flow band corresponding to the new cycle has been moving
more slowly toward the equator than was observed in the previous cycle lead-
ing the new cycle (24) to start after a longer than average spotless period (solar
minimum)1.

The torsional oscillation pattern has also been studied using different methods
of local helioseismology and different data sets and interesting relationships with
magnetic activity have been reported. Basu and Antia (2000) analyzed MDI
data using ring diagram analysis and found that the amplitude of the zonal flow
(torsional oscillation) increases with solar activity. Zhao and Kosovichev (2004)
analyzed MDI data using the time-distance method to study the zonal flow and
found good agreements with previous helioseismology results. More recently,

1Since 2004, there were 754 days without sunspots at the solar surface (spotless days),
where 243 days spotless days accured in year 2009 (75% of the year). However, a typical solar
minimum is characterized by about 485 spotless days.
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1.3 Large-scale flow measurements

Figure 1.6: Surface meridional circulation derived form Doppler measurements. Source:
Hathaway (1996).

Komm et al. (2009) using ring diagram analysis of 6 years of GONG data found
a positive correlation between the unsigned magnetic flux and the zonal flow at
depths ranging from the surface to about 16Mm where the zonal flow in active
areas were higher than the quiet-sun flow.

1.3.2 Meridional circulation

Meridional circulation is a large-scale poleward flow field in the two hemispheres.
Together with differential rotation it is the most important ingredient in building
the current flux-transport dynamo models. It is supposed to form huge cells in
both hemispheres with an amplitude of about 10 m/s to 15 m/s at the surface to
few m/s1 when penetrating deep in the convection zone to transport the poloidal
magnetic field back to the tachocline in order for the cycle to be reproduced.
It is also considered as a clock for the solar cycle2. Meridional flow has been

1Mass density at the bottom of the CZ is about 5 times larger than at the surface. To
conserve momentum, the velocity at the bottom of the CZ should be 5 times smaller than at
the surface.

2Suppose a meridional circulation of about v=2 m/s at the bottom of the convection zone,
in order for the matter to be transported from the pole to mid-latitudes (where first sunspots
of a new cycle start to appear) with such a velocity, it needs about 2πRs/8

v ' 9 years which is
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1. DYNAMO AND DYNAMICS

successfully measured at the surface (figure 1.6) by, for instance, tracing small
magnetic features (Komm and Howard (1993), 10 m/s) or from Doppler measure-
ments (Hathaway (1996), 20 m/s). The detection of this flow field throughout the
convection zone has not been accomplished directly so far. However, Hathaway
et al. (2003) claimed that the equatorial drift of sunspots during the solar cycle,
with a mean value of 1.2 m/s, is the signature of meridional circulation at the
base of the convection zone.

Where global helioseismology analysis of low and intermediate modes permit-
ted great achievements on the investigation of the internal rotation of the sun,
it was not successfully used to infer meridional circulation because of its very
small effect on the acoustic frequencies compared to the high splittings caused
by differential rotation. Nonetheless, some theoretical work has been assessed to
try to detect the effect of the meridional circulation in global solar oscillation
frequency multiplets from long time series (Roth and Stix, 2008).

Local helioseismology is up to now the only way to measure meridional cir-
culation inside the sun. Successful measurements have been assessed from the
analysis of MDI data using several techniques e.g. (time-distance; Giles, 1999),
(ring diagram analysis; González-Hernández et al., 1999), (Fourier-Hankel analy-
sis; Krieger et al., 2007). Ring diagram analysis of MDI and GONG data suggests
the existence of a second cell, called ’counter cell’, at high latitudes (González-
Hernández et al., 2006; Haber et al., 2002). However, this result is still contro-
versial since the analysis at these latitudes is strongly affected by the variation
of the B0 angle (see article II).

1.4 Discussion

In this chapter, I have tried to answer two questions that are the main motivations
of my work: ’Why do we need to measure flow fields in the Sun?’ and
’How can we measure flows inside the Sun?’.

The first question has been pointed out through an overview on the current
solar dynamo modeling that I might summarize in the three following points.

• The differential rotation gradient (∇Ω) is the most important source
term for the generation of the toroidal magnetic field from the ’seed’ poloidal
magnetic field.

• Meridional circulation (vy) is an important ingredient in the ’flux-transport
solar dynamo models’. It advects the magnetic field from the outer layers
down to the base of the convection zone and acts as a clock for the solar
cycle.

more or less the extent of a typical solar cycle.
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1.4 Discussion

• The seat of the solar dynamo is still questionable. In addition to the popular
idea of its location at the tachocline, it has been argued that the seat of
the solar dynamo might be located near the surface where a radial
shear has been observed.

Thus, large-scale horizontal flows, i.e. meridional circulation and rotation, are
crucial inputs of the solar dynamo models, and hence need to be as accurately
defined as possible in order to infer reliable solar dynamo models which are, up
to now, the only way to understand the overall mechanism of the solar cycle.
Particularly, the sub-surface flows are important to investigate in order to help
lifting the veil on the location of the solar dynamo.

To answer the second question, I have tried to go through the current mea-
surements of large-scale flows, pointing out that most of the work has been carried
out using the powerful technique of Helioseismology through local and global in-
vestigations of the acoustic waves. Both global and local helioseismology gave
valuable results on the investigation of the flows below the surface. Regarding
this motivation, I have used local analysis of the acoustic waves in order to,
particularly, infer sub-photospheric flows. However, lots of care has to be taken
regarding the sensitivity of helioseismology techniques to several aspects of the
solar modeling and observational artifacts, emphasis is put on some of them in
this work. But first, I present an overview on the theoretical an observational
basis of helioseismology in order to understand what we need and what we get
from this powerful tool, so this is the purpose of the next chapter.
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Chapter 2

Helioseismology

Although to penetrate into the intimate mysteries of
nature and thence to learn the true causes of
phenomena is not allowed to us, nevertheless it can
happen that a certain hypothesis may suffice for
explaining many phenomena.

L. Euler

Abstract

An unprecedented tool to probe the solar structure from the core to the upper
photosphere originated since the discovery of the acoustic nature of the observed
5 min oscillations at the solar surface in the early 70s. Known as Helioseismol-
ogy, this tool is still the most reliable source to constrain evolutionary models of
the solar interior. The investigation of observed solar oscillations is gathered in
two helioseismology sub-fields: Global Helioseismology and Local Helioseismol-
ogy. Where the first sub-field is used to infer longitudinally averaged flows and
structure deep inside the sun, the second provides 3D investigations of the solar
flow fields and structure but in narrow surface regions.
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2. HELIOSEISMOLOGY

2.1 Introduction

Turbulence in the convection zone perturbs the steady hydrodynamical properties
of the fluid resulting on the generation of waves. The two biggest categories of
waves are those having pressure gradient as the restoring force known as p-modes
and those having the gravity as restoring force know as g-modes. The study of
these waves in the sun is dubbed Helioseismology. g-modes are confined below
the convection zone and reach the surface with an extremely weak energy which
makes their amplitude below the noise level, their detection is nowadays one of
the biggest challenges in helioseismology (Appourchaux et al., 2009). Whereas
p-modes have been detected in early 60s and since than are largely observed in
the solar surface from velocity and intensity signals. First observations of these
waves have been achieved by Leighton et al. (1962) who reported a periodic pat-
tern of about 300 sec at the photosphere (5 min period). Their first interpretation
as standing acoustic waves has been suggested 10 years after their detection by
Ulrich (1970) and Leibacher and Stein (1970) and definitely confirmed by Deub-
ner et al. (1979) through the observed 2D power spectrum of solar oscillations
showing ridges with selected modes. p-modes are trapped inside resonant cavities
of different thicknesses below the surface. From the fact that the temperature
inside the sun increases with depth, so does the sound speed, the wave is reflected
at a certain inner point where its wave vector becomes strictly horizontal. The
outer limit of the resonant cavity is the solar surface where the density decreases
drastically.

In this chapter, I will give an overview of the equations governing the physics
of the solar oscillations based on small perturbation theory applied around a
static equilibrium state of the stellar plasma. Basic references on this topic are
Unno et al. (1989) and Christensen-Dalsgaard (2003). I will also discuss the
two biggest branches of helioseismology; global and local helioseismology (see the
book by Pijpers (2006)) and review the current observational facilities and the
commonly used data in helioseismology.

2.2 Theoretical foundations of helioseismology

Solar oscillations have a very small amplitude compared to the characteristic
scales of the solar interior. This allows us to consider the oscillations as small
perturbations around the equilibrium state of the star. Hence, the linear adiabatic
oscillation equations can be inferred by carrying out a small perturbation analysis
of an equilibrium solar model.
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2.2 Theoretical foundations of helioseismology

Figure 2.1: Density and sound speed as a function of fractional radius derived from a standard
solar model.

The equilibrium model

The hydrodynamical state of the stellar plasma where the magnetic field is ne-
glected is governed by the mass conservation equation, the momentum equation,
the energy equation and the Poisson equation given respectively below.

∂ρ

∂t
+ ∇.(ρv) = 0 (2.1)

ρ(
∂

∂t
+ v.∇)v = −∇P + ρg (2.2)

ρT (
∂

∂t
+ v.∇)S = ρε−∇.F (2.3)

∇2φ = 4πGρ, (2.4)

ρ is the density, P the pressure, T the temperature, v the velocity flow, S the
specific entropy, ε the nuclear reaction rate, φ the gravitational potential, F the
total energy flux. Each of these quantities gathers tremendous theoretical and
observational treatments in order to describe the physical properties of the solar
interior from the core to the surface. A short summary of the most important
aspects of solar interior modeling is given in the following, in order to bring a
clear picture to the physics of the solar interior we are dealing with.

What is a ’standard’ solar model?

The Sun is a common star located in the main sequence of the HR diagram at
the middle of its life. In order to get the current solar model that describes the
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2. HELIOSEISMOLOGY

properties of its interior as a function of radius (1D model), the stellar evolution
theory is used.

Figure 2.2: Sound speed and density differences between seismic observations and solar
models with (red) and without (blue) microscopic diffusion as a function of fractional radius.
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2.2 Theoretical foundations of helioseismology

An evolutionary model of the Sun starts from a chemically homogeneous
model. The evolution of the star consists in the change of its chemical composi-
tion by means of thermonuclear reactions which are the primary source of energy.
These reactions produce helium from hydrogen burning following, among others,
the most efficient proton – proton cycle. Another source of change in chemical
composition is the microscopic diffusion driven by the structure gradients in the
radiative zone. The Sun is supposed in a hydrostatic equilibrium, where pressure
and gravity are equally balanced, and is assumed to be spherically symmetric
(rotation and magnetic field are ignored). The energy generated from hydrogen
burning in the core is firstly transported via radiation by means of continuous
emission-absorption of the photons along their way to the surface. The radiative
transport depends on the opacity of the materials defined by atomic absorption
coefficients for a given chemical composition comprising both pure absorption and
scattering1. At around 30% of the radius below the surface, the radiative trans-
port is not insured anymore because of the dramatic decrease of the temperature
and the accumulation of heat leading to the appearance of thermal instabilities.
These instabilities create convective motions rising adiabatically to the surface.
The convection is a very difficult phenomena to model because of its 3D configu-
ration. Most solar evolutionary models use the Mixing Length Theory (MLT) to
get the convective gradient. The MLT consists in describing the convective mo-
tions as huge convective cells rising from the bottom of the convection zone until
a certain length where their thermodynamical properties are lost. This length
called the Mixing Length and is a free parameter in the construction of a current
solar model in addition to the initial helium abundance. In addition, the thermo-
dynamical properties of the stellar plasma are described via the equation of state
that gives one of the three thermodynamical quantities (pressure, temperature,
density) as a function of the two others. The basic configuration of the equation
of state considers the ideal gas equation and the additional thermodynamical
effects are added as corrections to this basic equation.

A ’standard’ solar model is calibrated such that at the current age (about 4.6
Gyr), radius, mass, luminosity and Z/X (fraction of heavy element abundances
and hydrogen abundance) fit their observed values by adjusting the free param-
eters i.e., the helium abundance and the mixing length. These quantities are
named macroscopic constraints. An example of the inferred quantities from a
standard solar model is given in figure 2.1 which shows the profile of the density
and the sound speed from the upper layers to the core as a function of fractional
radius2. Another set of constraints is given by the observed acoustic modes of the

1The opacity is usually differently determined in two temperature ranges; high and low
temperatures. This is because at low temperatures, molecules and grains have to be included
in the absorption processes (Alexander and Ferguson, 1994).

2The radius of the Sun is approximately equal to 696 Mm.
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Sun. The predicted frequencies of solar oscillations from a standard model can
be compared to the observed frequencies in order to evaluate the reliability of the
physics of the solar model, this is known as the forward problem. Or, observed
frequencies can be used to infer the structure of the Sun, mainly the sound speed
and the density, this is known as the inverse problem. In this way, solar oscilla-
tions are a real laboratory for the solar interior modeling and have been a very
precious tool to improve our knowledge on the physics of the Sun. For instance,
diffusion of chemical elements was neglected in early solar models until helioseis-
mology has proven its crucial role inside the Sun (Christensen-Dalsgaard et al.,
1993). Figure 2.2 shows the difference between the sound speed and the density
as inferred from the inversion of the observed solar oscillation frequencies and
models with and without microscopic diffusion. Clearly, models with diffusion
are much closer to the observation. However, this concordance has been again
broken because of the newly revised heavy element abundances that are lower
than the abundances used earlier in solar modeling. These abundances bring
the difference between the observed sound speed and the predicted one to about
1.5%. I will talk about this topic in more detail in chapter 3.

For an overview on standard solar models see for instance Provost (1997) and
Basu (2007) and for a detailed documentation on stellar evolution see Forestini
(1999).

Linear oscillation equations

The Eulerian formalism can be used to express small perturbations of each phys-
ical quantity around its equilibrium. If this is applied to the equilibrium model
(2.1 – 2.4 ), considered to be static, the linearisation of the system leads to the
following set of equations

∂ρ′

∂t
+ ∇.(ρv) = 0 (2.5)

ρ
∂v

∂t
+ ∇P ′ + ρ′∇Φ + ρ∇Φ′ = 0 (2.6)

ρT
∂

∂t
(ξ.∇S + S ′) = −∇.F ′ + (ρε)′ (2.7)

∇2Φ′ = 4πGρ′, (2.8)

ξ is the displacement due to the perturbation and v = dξ
dt

is the perturbation
velocity. The prime quantities are the Eulerian perturbations (at a given position)
of each physical quantity given in the equilibrium model.
In order to simplify the search for the solution, spherical symmetry is assumed.
By considering a temporal solution of the form exp(iωt) and treating spatial
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2.2 Theoretical foundations of helioseismology

Figure 2.3: Spherical harmonics for ` = 4 and different values of m.

components in spherical coordinates. The above equations can be simplified by
separating their radial and horizontal components. The displacement is given by
ξ = ξrer + ξh, ξr is the radial component and ξh = (0, ξϑ, ξφ) is the horizontal
component. Hence, the inferred set of equations will have the following solution

q(r, t, ϑ, φ) =
√

4πq̃(r)Y m
` (ϑ, φ) exp (iωt) (2.9)

q̃(r) is the radial component of the solution and may contain n nodes1 along the
radius, n is called the radial number. Y m

` are spherical harmonics defined through
the Legendre functions Pm

` such as

Y m
` (ϑ, φ) = (−1)mc`,mP

m
l (cosϑ) exp (imφ) (2.10)

c2
l,m = (2`+1)(`−m)!

4π(`+m)!
, where ` is the spherical harmonic degree andm is the azimuthal

order, φ is the longitude, and ϑ the colatitude. Some spherical harmonics for
different pairs of (`, m) are given in figure 2.32.

From this solution form, the displacement can be written such as:

ξ =
√

4πR{[ξr(r)Y m
` (ϑ, φ)er+ξh(r)(

∂Y m
`

∂ϑ
eϑ+

1

sinϑ

∂Y m
`

∂φ
eφ)] exp (−iωt)}, (2.11)

where

ξh(r) =
1

rω2
(
1

ρ
P ′ − Φ′). (2.12)

1A node is where q̃(r) = 0.
2http://www.maths.nottingham.ac.uk/personal/pcm/sphere/sphere.html
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In most of the Sun, the thermal time scale is much longer than the typical oscil-
lation period. Hence, the motion can be considered as being adiabatic1 (δS = 0).
This approximation allows us to write the fourth order set of adiabatic oscillation
given by

1

ρ
(
d

dr
+
g

c2
s

)P ′ + (N2 − ω2)ξr = 0 (2.13)

1

r2

d

dr
(r2ξr) +

1

Γ1

d lnP

dr
ξr + (1− S2

l

ω2
)
P ′

ρc2
s

− L2

ω2r2
Φ′ = 0 (2.14)

(
1

r2

d

dr
(r2 d

dr
)− L2

r2
)Φ′ − 4πGρ(

P ′

ρc2
s

+
N2

g
ξr) = 0 (2.15)

where L2 = `(` + 1), cs =
√

Γ1P
ρ

is the sound speed, N =
√
g(∂ ln ρ

∂r
− 1

Γ1

∂ lnP
∂r

)

is the Brunt-Väisälä frequency, Γ1 = (∂ lnP
∂ ln ρ

)S is the adiabatic coefficient, S` =√
`(`+1)c2s

r2
= k2

hc
2 is the Lamb frequency, kh = 2π

λh
is the local horizontal number

when the solution is supposed to be given by a set of plane waves∝ exp i(k.r + ωt),
k = kh + krer, and λh = 2πr√

`(`+1)
is the horizontal wavelength. Together with the

appropriate boundary conditions, this set of equations is an eigenvalue problem
that admits a discrete set of quadratic frequencies ω2 as non-zero solutions.

It is worth noticing that this set of equations depends on two structure quanti-
ties only, the density (ρ) and the square of the sound speed (c2

s), so does the set of
the inferred eigenfrequencies ωn` = Fn`[ρ(r), c2

s(r)]. Thus, knowing the observed
frequencies one can define an inverse problem where the density and the square
of the sound speed can be obtained. The inferred structure quantities are often
called ’seismic sound speed and density’ and are often used to check how close a
given solar model is to the seismic observations (for instance figure 2.2 is based
on this comparison).

Nature of solar oscillations

By adding some assumptions to the adiabatic oscillation equations, one can get
a hint on the nature of solar oscillations. First, we consider the Cowling approx-
imation which consists in neglecting the perturbation of the gravitational field.
This is at least a good approximation for high order and degree modes. As a
second approximation, we can suppose that the eigenfunctions are much rapidly

1 The energy equation (2.3) in the adiabatic approximation is simplified to dp
dt = Γ1p

ρ
dρ
dt
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2.2 Theoretical foundations of helioseismology

Figure 2.4: Characteristic frequencies Brunt-Väisälä frequency N (full) and Lamb frequency
S` (dashed) as a function of fractional radius showing the limitation of the resonant cavity. S`
is plotted for `=1, 5, 20 and 100. The heavy horizontal lines indicate the trapping regions for
a g mode with frequency 100 µHz, and for a p mode with degree 20 and frequency 2000 µHz.
Source: Christensen-Dalsgaard (2003)

Figure 2.5: Lamb frequency (S`) as a function of fractional radius given for high degree
modes. Dark lines (from bottom to top): 100, 200, 300, 400, 500. Red lines (from bottom to
top): 600, 700, 800, 900, 1000. The horizontal line indicates turning points for modes with a
given ` and frequency 3000µHz.
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Figure 2.6: Left panel: theoretical ` − ν diagram in logarithmic scale of solar eigenmodes
showing p- f- and g-modes (Christensen-Dalsgaard, 2003). Right panel: Theoretical ` – ν
diagram for p-modes with ell ≥ 100. The top x axis gives the horizontal wavenumber in Mm−1,
kh =

√
`(`+ 1)/R.

varying than the equilibrium quantities. By applying these approximations to
the set of equations (2.13,2.15), we derive the following simplified wave equation

d2ξr
dr2

=
ω2

c2
(1− N2

ω2
)(
S2
`

ω2
− 1)ξr = −K(r)ξr. (2.16)

Again, this wave equation can not give accurate results of the eigenvalue problem
and is used only to get some basic physical insight on the nature of the solar
oscillations. The solution of this wave equation depends on the sign of K(r).

• K(r) < 0 (|N | < |ω| < |S`|): The solution is an increasing or decreasing
exponential function
→ evanescent waves

• K(r) > 0 (|ω| > |N | and |ω| > |S`| or |ω| < |N | and |ω| < |S`|): The
solution is an oscillatory function
→ eigenmodes trapped in resonant cavities limited by the two characteristic
frequencies N and S`

– 1st case (|ω| > |N | and |ω| > |S`|): high frequency oscillations
→ p-modes with the pressure gradient as restoring force.
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2.2 Theoretical foundations of helioseismology

These modes are trapped inside cavities with an upper turning point
being the surface -not enough matter to hold the waves because of the
dramatic decrease of the density at the surface- and an inner turning
point rt due to the increase of the sound speed. The inner point is
located where ω = S` and hence at cs(rt)

r2t
= ω

`(`+1)
. Hence, for a given

frequency, the turning point is decreasing with increasing the degree `.
Therefore, low degree modes propagate deep in the sun whereas high
degree modes are trapped near the surface (see figures 2.4), 2.5).

– 2nd case (|ω| < |N | and |ω| < |S`|): Low frequency oscillations
→ g-modes with the gravity as restoring force.
These modes are trapped below the convection zone and hence can be
a very efficient holder of information about the solar core. However,
these waves reach the surface with a very weak energy (amplitude
of several mm/s) making them hard to observe. Nonetheless, many
efforts are now provided to detect these modes from the nowadays
available long helioseismic time series. Recently, Garćıa et al. (2007,
2008) claimed to detect g-modes in GOLF data and reported a faster
rotating core than the rest of the radiative zone.

The quantification of solar oscillations is reflected in well distinguished ridges
when representing the eigenfrequency as a function of the spherical harmonic
degree `. This diagram known as ` – ν diagram (ν being the frequency) equivalent
to k – ν diagram1 (k being the horizontal wavenumber), shows parabolic ridges
proportional to

√
k in the case of pressure modes, each corresponding to a positive

radial order. n = 0 (lowest ridge) corresponds to surface gravity waves known
as fundamental modes (f-modes). Ridges corresponding to g-modes are usually
quantified by a negative radial order n, for instance, n=-1 represents the first
ridge of g-modes. Figure 2.6 shows the ` – ν diagram for all the discussed modes
derived from solving the set of solar oscillation equations using a standard solar
model. I also plotted the ` – ν diagram for high degree f-modes2 (first ridge)
and p-modes (until n=15) because the local helioseismology analysis that I will
discuss in chapter 5 considers only these modes.

p-modes have been observed in the Sun for a wide range of spherical harmonic
degrees and have been explored in order to infer the structure and dynamics of
the layers in which they propagate, in the same way as seismic waves are used
to probe the structure of the Earth. Knowing now the properties of p-modes, it
is clear that the study of the solar internal layers is limited by their penetration
depths. Hence, high degree p-modes with their turning points located close to the

1More precisely, k is commonly associated with ω = 2πν for a better homogeneity.
2From now on, f-modes will not be distinguished from p-modes except for particular dis-

cussions.
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surface are the most sensitive to the near-surface layers and the most valuable to
study the dynamics and structure of these regions. These modes with very short
wavelengths (high frequencies) are better explored locally by using what is known
as ’Local helioseismology techniques’. On the other hand, the inner regions can
be probed by intermediate and low degree modes that are mainly studied via
’Global helioseismology analysis’.

Solar oscillations in the presence of flow fields

Up to now, the oscillations were treated in a static fluid whereas it is known
that the Sun is rotating in addition to having other more complex but weaker
flows than rotation. The presence of a velocity field in the Sun perturbs the
eigenmodes and hence shifts the eigenfrequencies of a mode (n,`) as inferred from
the resolution of the set of equations (2.13 – 2.15). The frequency shift can be
calculated by considering a velocity of the form v = v′ + v0, where v0 is the
velocity of the fluid and v′ is the Eulerian perturbation velocity when carrying
out the small perturbation analysis around an equilibrium model given by the
continuity equation (2.2) and the momentum equation (2.2). This analysis leads
to the following expression between the frequency shift (frequency perturbation)
and the fluid velocity (see e.g. chapter 8 of Christensen-Dalsgaard, 2003).

∆ω = −i
∫
V
ρ0ξ

∗.(v0.∇)ξdV∫
V
ρ0|ξ|2dV , (2.17)

ξ is given in equation 2.11, ξ∗ is its complex conjugate, and V is the volume
affected by the wave perturbation. Moreover, v0 can be written in spherical
coordinates such as v0 = vxeφ + vyeϑ + vrer; where the two first terms on the
RHS stand for the horizontal velocity (vx being the east-west velocity, vy the
north-south velocity) and vr the vertical velocity. vr is known to be very small
in the Sun compared to the horizontal velocities1 and hence can be neglected in
the expression of v0. Flows in the Sun are dominated by rotation (Ω) which is
about 14◦/day (i.e. about 2000 m/s) at the equator. By considering this strong
flow, vy (with an amplitude up to 20 m/s at the surface) can be neglected and
one can write v0 = Ωeφ. I have briefly discussed this case in § ’ internal rotation’
of section 1.3 and will not focus on it again in this section.

One way to infer weaker flows than rotation from this formalism is to study
their effect on localized regions of the Sun tracked with surface rotation rates (see
§ ’surface rotation’ in section 1.3), i.e. subtracting the rotation to reveal weaker
flows in x (residual of the rotation or the so called zonal flow) and y directions
(meridional circulation). If the region is small enough so that it can be considered

1This is true except for a strong downflow below active regions.
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to be flat, one can treat the waves there as plane waves so that the shift in the
frequency of the mode (n,`) due to advection can be written such as

∆ω = kx.ux + ky.uy (2.18)

where kx = m/R and ky = (l2−m2)1/2/R (Hill et al., 1991) are the components of
the horizontal wave vector and (ux, uy) the velocity field strengths acting on the
mode (n,`) in the two spatial directions. This can lead to inferring the following
expressions of the (ux, uy) from the equation 2.17.

un`x = βn`
∫ R

0

Kn`(r)vx(r)dr (2.19)

un`y = βn`
∫ R

0

Kn`(r)vy(r)dr, (2.20)

where Kn` is a function specific to the mode (n, `) describing the sensitivity of the
mode to the physical properties of the plasma, named kernel. Knl is unimodular
i.e.

∫ R

0
Kn`(r)dr = 1. It is not surprising that both un`x and un`y have the same

expressions with the same sensitivity functions since the analysis is carried out
assuming a spherical symmetry, hence a rotation around an axis perpendicular
to the (x,y)-plane (the solar surface) bringing either x to y or y to x leaves the
configuration identical. Kn` and βn` are given such as

Knl =
(ξ2
r + L2ξ2

h − 2ξhξr − ξ2
h)r

2ρ∫ R

0
(ξ2
r + L2ξ2

h − 2ξhξr − ξ2
h)r

2ρdr
(2.21)

βnl =

∫ R

0
(ξ2
r + L2ξ2

h − 2ξhξr − ξ2
h)r

2ρdr∫ R

0
(ξ2
r + L2ξ2

h)r
2ρdr

, (2.22)

The concerned modes in the local analysis are only high degree modes (with
shorter wavelengths than the size of the considered region) For these modes, the
radial displacement is negligible compared to the horizontal displacement. In this
case β can be simplified such as β = 1 − 1

L2 , hence it is very close to one. In
chapter 4, I carried out a study on the effect of the change in some solar physical
properties on the kernels for high ` modes. It appeared that they are weakly
sensitive to many aspects of the solar model used (opacity, convection, equation
of state etc.) and are mostly affected by the physics of the outermost layers.

Equations 2.19 and 2.20 show that if one can get access to un`x and un`y from the
observation then the horizontal velocities, vx(r) and vy(r), as a function of depth
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2. HELIOSEISMOLOGY

Figure 2.7: Typical GONG Dopplergram.

can be inferred. This summarizes the basic idea of a helioseismology technique
called ring diagram analysis where the observed local modes can give access to
frequency shifts in the two spatial directions. This technique is presented in detail
in chapter 5 and will be our tool to infer the large scale horizontal flows.

2.3 Observational Helioseismology

The propagation of acoustic waves displaces and compresses the gas in the Sun.
The displacement generates a velocity signal along the line of sight detected by
measuring the Doppler shift of absorption lines in the solar spectrum, commonly
called Dopplergrams (an example of a Dopplergram is given in figure 2.7). The
compression of the gas causes brightness fluctuations which can be detected in
white-light (intensity) images. The velocity signal of p-modes does not exceed
20 cm/s per mode even at the peak of 3 mHz (5 min period) and intensity
fluctuations are about 10−6 of the total intensity. Hence, the detection of such
signals requires very sensitive detectors that are now used in instruments on
board spacecraft and ground-based networks (see Brown, 1996, for details on the
helioseismic observational techniques). Today, time series of velocity and inten-
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2.3 Observational Helioseismology

sity images are mainly provided by the the Michelson Doppler Imager (MDI1;
Scherrer et al., 1995) on board the SOlar and Heliospheric Observatory (SOHO)
and the ground based Global Oscillation Network Group (GONG2; Harvey et al.,
1996) with six instruments spread around the terrestrial globe eliminate the di-
urnal effect. GONG instruments were using CCD cameras with a resolution of
256pix × 256pix from 1995 until 2001 since when they have been upgraded to a
resolution of 1024pix×1024pix3. GONG provides roughly4 continuously full disk
high resolution images whereas MDI provides continuous low resolution images
for low and intermediate-` p-modes and performs during about 2 months/year
a dynamics program that provides high resolution images (1024pix × 1024pix)
suitable for the exploration of high degree modes. Images are taken each minute
for both MDI and GONG. In addition to these ongoing facilities, the helioseis-
mology community is also looking forward for the launch of the Solar Dynamics
Observatory (SDO) spacecraft scheduled on February 3, 2010 in which the He-
lioseismic and Magnetic Imager (HMI5) will provide us with dopplergrams that
have a spatial resolution 4 times higher than that of MDI and a shorter time
step (50 sec instead of 1 min). These three ongoing and upcoming helioseismic
imaging facilities are illustrated in figure 2.8. Another type of helioseismic data
is provided by instruments that observe the Sun as a star to detect very low de-
gree modes6. This type of data is mainly provided by the Global Oscillations at
Low Frequency experiment (GOLF7; Gabriel et al., 1995) on board SOHO and
from the ground-based Birmingham Solar Oscillations Network (BiSON8; Chap-
lin et al., 1996). This data is provided now for more than a decade and has been
used extensively to look for g-modes in addition to the exploration of very low
degree modes that are precious for studying the inner layers of the Sun, notably
the core (Basu et al., 2009).

For the exploration of the sub-surface layers’ dynamics I am mainly using
time series of GONG high resolution velocity images that are available from 2001
up to now but also some MDI data for some specific work. I also used GOLF
data provided by G. Grec in 2007 for comparisons, on the study of the effect of
the change in the chemical abundances on the estimation of low degree p- and

1http://soi.stanford.edu
2http://gong.nso.edu
3When CCD cameras of GONG were upgraded, the name of the network changed to

GONG+. However, I will use both GONG and GONG+ appellations but both will refer
to the same high resolution images. In my work, I did not use any low resolution GONG data.

4Roughly because it depends on the duty cycle (usually varying between 80% and 95%).
5http://hmi.stanford.edu
6Modes with degrees higher than about 3 – 4 can not be resolved from these observations

because of the cancellation of positive and negative areas of either intensity or velocity.
7http://golfwww.medoc-ias.u-psud.fr/
8http://bison.ph.bham.ac.uk/
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g-modes.

2.4 Processing observational helioseismic data

In helioseismic imaging, the eigenmodes of the Sun are either decomposed from
the whole image by inferring only ’global modes’ of low and intermediate ` modes,
that have horizontal wavelengths long enough to propagate in the whole Solar
surface, or by taking a portion of an image where only high modes limited by the
spatial extension are resolved. These two categories of processing the helioseismic
data define the two main branches Global and Local Helioseismology.

Global helioseismology

Time series of velocity or intensity images are used to get the frequencies of solar
normal modes quantified by their three integers (`,m, n). First, the image is
remapped onto a latitude-longitude map. Then, a spatial filtering is performed
for each image (each time) using spherical harmonic decomposition (Y`,m(ϑ, φ))1.
This leads to series of a signal T`,m(t) given for each mode (`,m) at each time.
Finally, the frequency of each mode is inferred from the Fourier transform in time
of the generated time serie T . The radial number n of each mode can be defined
from the ` − ν diagram which gathers modes with the same radial order in a
common ridge. Hence a spectrum of quantified solar p-modes with frequencies
ν`,m,n is obtained. The length of the original time series increases the frequency
resolution of the measured acoustic oscillation spectrum. This way of determining
frequencies of the normal modes and their methods of exploration are gathered in
a helioseismology sub-field known as ’Global Helioseismology’. Extensive details
on the determination of solar global mode frequencies are given in the review by
Christensen-Dalsgaard (2002).

In addition to the measurement of the internal rotation as introduced in the
previous chapter, global helioseismology data has been extensively used to con-
strain standard solar models either by direct comparisons with the theoretical
frequencies of the model or by inverting the data to get structure quantities. In-
version of the global helioseismic data has been successfully applied to infer the
sound speed and density profiles inside the sun (e.g. Antia and Basu, 1994b), the
depth of the convection zone (e.g. Basu and Antia, 1997) and the Helium abun-
dance (e.g. Antia and Basu, 1994a). In chapter 3, I will use these constraints
to study solar models with different chemical abundances, notably the newly de-
termined solar abundances with lower C, N and O than the old determinations.

1Equation 2.11 shows that the displacement of the wave perturbation can be written in the
basis of spherical harmonics so does the velocity.
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2.4 Processing observational helioseismic data

Figure 2.8: Operating and approved helioseismic facilities. GONG ground-based network
(top) and SOHO and SDO spacecrafts (below).
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Table 2.1: Concise comparison between Global and Local Helioseismology.

Global Helioseismology Local Helioseismology

Samples the full disk Samples localized regions of the solar disk

Only low and intermediate modes are resolved Valid for high degree modes

Only eigenfrequencies with a specific degree ` Several aspects of the wave field can be investigated
are used to infer the dynamics and the structure

Spherical harmonic decomposition is only used Several ways to describe the waves

The longitude structure is not resolved Longitudinal structure can be resolved

No access to the north-south asymmetry North-south asymmetry can be studied

These new abundances lead to a solar model presenting a large discrepancy be-
tween its helioseismic characteristics and the observations. Up to now, no real
solution has been offered to this issue.

Local helioseismology

Global modes are of a great utility for the study of the dynamics and the structure
of the Sun. However, they do not bring a complete view of the several complex-
ities of the star. Indeed, global modes are propagating throughout the observed
range of longitudes which makes accessing any physical change along this dimen-
sion impossible. In addition, the rotation deduced from global modes can only be
symmetric about the equator. Moreover, the analysis is not or weakly sensitive
to weak (weaker than rotation) large scale velocity fields such as meridional cir-
culation. Any localized behavior of the waves, for instance, due to the presence
of a strong magnetic field can not be detected by the global modes. In order
to fill out these insufficiencies a young field of helioseismology was born where
the acoustic waves are studied locally: Local Helioseismology. Table 2.1 gives
a concise summary on the comparison between global and local helioseismology.
The study of the behavior of the local wave can infer local 3D structure and
flows that directly affect these waves along their propagating way beneath the
surface. Local helioseismology is developing very fast thanks to the developing
new techniques and to the excellent sets of data that are now available. Seen as
a complementary field to global helioseismology, local helioseismology is now a
very actively developing field to interpret the local behavior of the wave field not
only by using the eigenfrequencies but also by considering other aspects of the
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wave such as the amplitude and the phase. Nonetheless, local heliosiesmology
is still in its early stages of development and its results are hardly interpreted
mainly because the forward problem is not well defined yet. Indeed, the forward
problem in local helioseismology which should describe wave fields in a complex
medium with complex structure and dynamics is not fully defined contrary to the
more or less simple forward problem in global helioseismology where waves are
only sensitive to global parameters defined by a standard solar model as seen in
the first section of this chapter. However, this problem is getting more and more
clarified thanks to several theoretical works (Hanasoge, 2008; Hanasoge et al.,
2006).

The birth of local helioseismology can be related to the first works on the ob-
servation of the behavior of p-modes in a highly magnetized location (a sunspot)
(Abdelatif et al., 1986). Further works by Braun et al. (1988) confirmed that 40%
to 50% of the acoustic signal is absorbed by sunspots. Then, Hill (1988) offered
the idea that local 3D spectra of the acoustic waves can hold useful information
about the sub-surface 3D flows in the studied region, hence the first local helio-
seismology technique was born. The local acoustic oscillation spectrum of the sun
has a ring shape in the kx – ky plane (cuts at a specific frequency), where kx and
ky are the components of the horizontal wave vector in the x and y directions,
thus, the derived name of the technique ring diagram analysis1. Several other
techniques appeared afterwards either complementing each other, or bringing new
investigations and discoveries of the very complex upper layers of the sun: time
distance technique, acoustic holography, Fourier-Hankel decomposition etc. Since
this thesis only handles with the ring diagram analysis, I direct the reader to the
review on local helioseismology techniques by Gizon and Birch (2005) for more
details. A more concise review by Birch (2008) can also be consulted where the
current issues of the field are also outlined. Finally, the table 1 in Duvall (1998)
can be consulted for original reference papers of the existing local helioseismology
techniques.

2.5 Discussion

In this chapter, I pointed out the fact that the standard solar model with nu-
merous physical processes included in it is constrained by the observed solar
oscillations. For instance, the structure quantities inferred from the inversion of
the frequencies of the observed modes (mainly density and sound speed) can be
compared to those of a given solar model to test its reliability on the description
of the different properties of internal regions of the Sun. Also interesting is the
fact that the inversion process itself depends on the solar model used through

1Extensive details about the ring diagram technique are given in chapter 5.
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sensitivity kernels, notably when talking about the inversion of flow fields inside
the Sun. Hence, the inversion results can be used to probe the solar model but are
themselves related to a solar model. Thus, one has to be aware of how sensitive
the inversion process is to the model used. In the second part of this thesis, I
have tried to assess these two aspects in two particular issues. First, I used the
helioseismic diagnostic in order to probe different standard solar models, from
the outer layers to the core, that have been built from using different chemical
element mixtures. Second, I used several standard solar models to check the sen-
sitivity of the inversion of high degree mode frequency shifts to infer flow fields
below the surface to solar model ingredients. This sensitivity is studied by using
kernels that correspond to the different solar models.

Moreover, the summary on the most common solar eigenmodes and their prop-
erties made clear the fact that the study of solar internal layers via the investiga-
tion of these modes depends on their nature and their penetration depth. Thus,
intermediate and low degree modes, that can propagate throughout the whole
solar surface, are sensitive to the inner layers. Hence they are valuable to infer
the structure of these regions from the observed frequencies and rotation from
their splittings via what is known as ’Global helioseismology analysis’. Whereas,
high degree p-modes with their turning points located close to the surface are the
most sensitive to the near-surface layers and are, mostly, locally explored using
what is known as ’Local helioseismology techniques’. Ring diagram analysis is one
of these techniques which has a similar principle on the inference of flow fields
as that of the inference of rotation from global helioseismology analysis since
both use the shift in the solar frequencies caused by the underlying advection
to deduce the velocity flows. However, with ring diagram analysis, we are able
to investigate the frequency shifts in both horizontal directions, and hence both
east-west and north-south flows can be inferred. This technique will be described
in detail in the third part and the inferred flows from ring diagram analysis will
be analyzed in the fourth part using continuous high resolution velocity images
of 1 min cadence taken for about 7 years by the GONG network.
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Part II

Sensitivity of low and high
degree modes to changes in solar

modeling
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Chapter 3

Effects of the mixture of solar
chemical elements from outer
layers to the core

It doesn’t matter how beautiful your theory is, it
doesn’t matter how smart you are. If it doesn’t
agree with experiment, it’s wrong.

Richard Feynman

Abstract

Since 2004, the revolutionary revision of the solar abundances, which is confirmed
to be better but lower than the old abundances threw away the nice concordance
between the standard solar model and helioseismology. No real explanation or
solution to this issue has been found so far. In addition to the detected discrep-
ancy in the radiative and the convective zone, the change in solar abundances
affects deeper zones as well. This chapter resumes my work on the effect of the
change in solar abundances, particularly on the low degree p-modes and g-modes
which are the best helioseismological indicators of the inner solar layers.
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3. EFFECTS OF THE MIXTURE OF SOLAR CHEMICAL
ELEMENTS FROM OUTER LAYERS TO THE CORE

3.1 Building calibrated solar models with differ-

ent mixtures

The solar surface abundances of the Sun are major inputs in the standard solar
models because they are crucial for the stellar opacity. Their recent determina-
tion from a better modeling of the turbulence at the surface led to less abundant
heavy elements than those inferred from a 1D modeling of the solar surface tur-
bulence (Asplund et al., 2005). However, solar models constructed using these
low abundances do not match the helioseismological constraints contrary to the
models that include old abundances (Grevesse and Noels, 1993). I have stud-
ied this issue by building a set of calibrated solar models with different solar
abundances using the stellar evolution code: Code d’Evolution Stellaire Adap-
tatif et Modulaire (CESAM). I generated the opacity tables corresponding to the
new solar mixture as well as to a set of solar mixtures where the abundances of
some heavy elements in the new mixture have been changed, notably, the neon
abundance has been changed by several amounts to focus on the suggestion that
increasing the neon could resolve the problem (see the recent review by Basu et al.
(2009)). I got the high temperature opacity tables of each set of abundances us-
ing the online OPAL opacity project1 and implemented them into the CESAM
code using an interpolation code developed by G. Houdek. Low temperature
opacities corresponding to the new mixture have been kindly constructed for us
by D. R. Alexander. These low temperature opacities acting on the outer most
regions of the convection zone turned out to weakly affect the solar modeling
where estimated for the old or the new mixtures. Description of the physics used
in constructing these models as well as the calibration values are given in the first
paragraph of ARTICLE I.

3.2 Solar mixture effect in convective and ra-

diative zones

Comparisons of the helioseismic constraints of the radiative and convective zones
consisting of sound speed, depth of the convection zone and Helium abundance are
given in figures 1 and 2 of ARTICLE I. Clearly seen is that the new abundances
are generating a solar model which is inconsistent with seismic results. The
increase of the neon abundance has been a suggested solution by many authors
to minimise the discrepancy since this chemical element is a rare element and
hence not spectroscopically measured. The increase of neon by 0.5 dex was the
best choice for minimizing the discrepancy. However, the latest revisions of the

1http://adg.llnl.gov/Research/OPAL/opal.html
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neon abundance in the interstellar medium suggest that the solar neon abundance
should be revised upwards by about 0.22 dex from the new abundances (Wang
and Liu, 2008) which is still not enough to eliminate the discrepancy.

In a recent review by Asplund et al. (2009), the authors present results of
solar abundances that are slightly higher than their previous calculations but are
still much lower than the old abundances. Hence, the discussed discrepancies are
still considerable (Serenelli et al., 2009).

3.3 Solar mixture effects down to the core

I also studied the effect of the change in the solar abundances on the helioseismic
characteristics of the solar core which are frequencies of low degree p-modes and
g-modes. I have considered the low degree p-mode small frequency spacings that
are known to be a powerful diagnostic of the solar core. Figure 3.1 shows the
small and large separations in the acoustic oscillation solar spectrum generated
from 13 years of GOLF data that has been produced by G. Grec. It is also known
that the small spacings are slightly dependent on the solar atmosphere which is
dramatically simplified in the solar models. Roxburgh & Vorontsov (2003) have
demonstrated that the ratio of the small to large separations of acoustic oscil-
lations is essentially independent of the structure of the outer layers. Thus, we
have chosen this ratio to be the helioseismic indicator in this study. The following
combinations of acoustic modes penetrating differently towards the center, and
thus very sensitive to the inner layers, have been chosen as follows

δν02(n)

∆ν(n, ` = 1)
=
νn,`=0 − νn−1,`=2

νn,`=1 − νn−1,`=1

, (3.1)

(3.2)

δν13(n)

∆ν(n+ 1, ` = 0)
=
νn,`=1 − νn−1,`=3

νn+1,`=0 − νn,`=0

,

(3.3)

δν01(n)

∆ν(n, ` = 1)
=

2νn,`=0 − (νn,`=1 + νn−1,`=1)

νn,`=1 − νn−1,`=1

.

The frequencies have been computed using the NOSC1 code (Provost (2008))
for the set of solar models generated from CESAM using several combinations of
the solar heavy element abundances. Also averaged values of the upper quantities

1Nice OScillation Code
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have been taken between 16 ≤ n ≤ 24, this corresponds to a frequency range of
about 2500 – 3600 µHz. The lower limit of this range insures that the behavior
of the frequency is almost asymptotic, the upper limit corresponds to observed
modes with very high accuracy. For higher frequencies, the accuracy decreases
rapidly. The results of these calculations from different solar models are shown
in figure 3 of the paper. The small frequency spacings are clearly far from their
observed values (squares in the figure) for the new abundances model contrary
to the old abundances model. The difference decreases with increasing the neon
abundance. I also point out that the predicted g-mode frequencies are sensitive
to the change in the solar abundances.

3.4 Summary

Details on this study are given in the following A&A paper and the results can
be summarized as follows:

• As seen by several authors, the solar model calculated from the new (low)
heavy element abundances do not agree with the different helioseismological
estimations (helium abundance, depth of the convection zone and sound
speed profile). Thus, a difference up to 1.5% in sound speed is obtained
between this model and the observations. This difference brings us back to
almost the difference that was shown between models without microscopic
diffusion and helioseismic measurements.

• Small spacings are very sensitive to the change in the solar abundances.

• g-mode frequencies are sensitive to the change in the solar abundances,
where the frequency difference between the low abundances model and the
new abundances models goes up to 4µHz. However, modes with frequencies
around 250µHz seem to be the least sensitive to the change in solar abun-
dances with a frequency difference between the same two models less than
2µHz.

• The increase of the neon abundance by about 0.5 dex in the new solar abun-
dances mixture yields to solar models as closer to helioseismic observations
as the old mixture models. However, other slight adjustments (diminution)
of C, N, O, Si, Mg and Ar are needed in addition to a slight increase of the
solar age in order to reach the suitable concordance.

• The sulfur abundance also affects the determination of the helium abun-
dance and the depth of the convection zone of the model.
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3.4 Summary

Figure 3.1: Upper panel: Solar oscillation power spectrum derived from 13 years of GOLF
data. Lower panel: Small region of the spectrum where the small (δν1, δν2) and large (∆ν)
separations are clearly seen. Source: (Grec, 2009).
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ABSTRACT

Context. The most recent determination of the solar chemical composition, using a time-dependent, 3D hydrodynamical model of the
solar atmosphere, exhibits a significant decrease of C, N, O abundances compared to their previous values. Solar models that use these
new abundances are not consistent with helioseismological determinations of the sound speed profile, the surface helium abundance
and the convection zone depth.
Aims. We investigate the effect of changes of solar abundances on low degree p-mode and g-mode characteristics which are strong
constraints of the solar core. We consider particularly the increase of neon abundance in the new solar mixture in order to reduce the
discrepancy between models using new abundances and helioseismology.
Methods. The observational determinations of solar frequencies from the GOLF instrument are used to test solar models computed
with different chemical compositions. We consider in particular the normalized small frequency spacings in the low degree p-mode
frequency range.
Results. Low-degree small frequency spacings are very sensitive to changes in the heavy-element abundances, notably neon. We
show that by considering all the seismic constraints, including the small frequency spacings, a rather large increase of neon abun-
dance by about (0.5 ± 0.05) dex can be a good solution to the discrepancy between solar models that use new abundances and low
degree helioseismology, subject to adjusting slightly the solar age and the highest abundances. We also show that the change in solar
abundances, notably neon, considerably affects g-mode frequencies, with relative frequency differences between the old and the new
models higher than 1.5%.

Key words. Sun: helioseismology – Sun: abundances – Sun: interior

1. Introduction

The precise measure of characteristics of the observed p-modes
has been used to probe most of the layers inside the sun. For
example, seismic sound speed and density determinations can
be used to constrain the interior of the sun anywhere except
at the surface and in the core. Helioseismology also constrains
the surface helium abundance and the depth of the convection
zone. However, the small number of p-modes (only low degree
p-modes) able to reach the solar core is not sufficient to probe
this region using inversion techniques. The solar core is crossed
by thousands of g-modes, able to bring much information from
this region. The g-modes have not yet been unambiguously iden-
tified because of their evanescent nature through the convection
zone and low amplitude at the surface but ongoing work is de-
voted to try to extract them for the existing long time series of
SOHO data and to propose new observational and strategies to
detect them.

New determinations of solar heavy element abundances us-
ing a 3D, NLTE analysis of the solar spectrum has been pro-
vided by Asplund et al. (2005; AGS). Previous 1D, LTE deter-
minations are available (Grevesse & Noels 1993 – GN; Grevesse
& Sauval 1998 – GS). Relative to GN abundances, the new
AGS abundances are, among others, lower in C, N, O, Ne ele-
ments by respectively 0.16 dex, 0.19 dex, 0.21 dex and 0.24 dex.
Consequently, the new chemical determination gives a smaller

metallicity Z/X compared to the older ones. The new determi-
nation of solar elements is more accurate than the older one
(Grevesse et al. 2005), but it has been shown that it leads to solar
models that disagree with the helioseismological determinations
of solar internal structure parameters (e.g. Turck-Chièze et al.
2004; Bahcall et al. 2005; Guzik et al. 2005).

In this paper we study the sensitivity of the solar core proper-
ties, through low degree p-modes and g-modes, to the change of
solar mixture. The chemical solar abundances that we used are
those of Grevesse & Noels (1993), Grevesse & Sauval (1998)
and Asplund et al. (2005). The other mixtures that we chose in-
clude the solar abundances of Asplund et al. (2005) changing
mainly the neon abundance. This set of solar mixtures allows
us to study the influence of the neon abundance on small fre-
quency separations and to test the possibility of improving the
accordance between models that use new abundances and helio-
seismic observations (Antia & Basu 2005; Bahcall et al. 2005).
This is indeed possible because neon photospheric abundance
cannot be determined directly due to the lack of suitable absorp-
tion lines in the solar spectrum induced by the noble gas nature
of neon. The estimations of the solar Ne abundance are still con-
troversial (Drake & Tesla 2005; Young 2005; Schmelz 2005).
Here we analyze how the models fit both the global constraints
(seismic sound speed, surface helium abundance and convection
zone depth) and the small frequency separations in the low de-
gree p-mode frequency range. We use the determination of these
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Table 1. Global characteristics of the computed solar models. A(Ne) is
the neon abundance in dex, (Z/X)S is the surface metallicity, T 7

c = Tc ×
10−7, Tc the central temperature in Kelvin. P0 is the characteristic pe-
riod (in minutes) of low degree gravity modes. The different models
are computed with the following solar abundances: M-GN: GN; M-GS:
GS; M-GS∗: GS with sulfur abundance of GN; M-AGS: AGS; M3, M4,
M5, M6, M7: AGS with the indicated change of the neon abundance;
M8: in addition to the change of neon in AGS, C, N, O, Mg and Si have
been increased until the maximum of their error bars (see Asplund et al.
2005) and Ar by 0.40 dex.

A(Ne) (Z/X)S YS rZC T 7
c P0

M-GN 8.08 0.0245 0.2437 0.7133 1.574 35.08
M-GS 8.08 0.0232 0.2462 0.7165 1.574 35.03
M-GS∗ 8.08 0.0231 0.2429 0.7153 1.571 35.15
M-AGS 7.84 0.0166 0.2279 0.7292 1.549 35.68
M3 8.10 0.0179 0.2329 0.7237 1.555 35.49
M4 8.29 0.0192 0.2381 0.7181 1.559 35.29
M5 8.35 0.0198 0.2402 0.7162 1.561 35.21
M6 8.40 0.0203 0.2417 0.7144 1.563 35.15
M7 8.47 0.0212 0.2445 0.7119 1.565 35.04
M8 8.35 0.0213 0.2439 0.7142 1.566 35.05

mode frequencies obtained from the GOLF experiment by Gelly
et al. (2002) and more recently by Lazrek et al. (2007) who have
corrected these frequencies for the solar cycle effect. The sen-
sitivity of gravity modes to the new abundances have also been
estimated. Preliminary results of this work have been presented
by Zaatri et al. (2006).

2. Solar models with new abundances

We have computed solar models with different sets of heavy el-
ement abundances by using the stellar evolution code CESAM
(Morel 1997). We use OPAL opacity tables1, calculated for each
mixture, and Alexander and Ferguson opacity tables at low tem-
peratures (T < 6000 K). Nuclear reaction rates are from NACRE
compilation (Angulo et al. 1999) and equation of state tables are
those of OPAL (Iglesias & Rogers 1991). We assume the convec-
tion treatment given by Canuto & Mazitelli (1991). All the mod-
els include the microscopic diffusion of the chemical elements
according to the Michaud & Proffitt (1991) description. Models
are calibrated for a solar age t = 4.6 Gyr at the solar radius, the
solar luminosity (R� = 6.9599×1010 cm, L� = 3.846×1033 erg/s,
Christensen-Dalsgaard et al. 1996) and the solar surface metal-
licity Z/X of the various mixtures.

Table 1 summarizes the characteristics of the solar models
at both the surface and the core and their chemical composi-
tion is given. The surface helium abundance and the location
of the base of the convection zone Ys and rZC are to be com-
pared to their seismic determinations Ys = 0.2485 ± 0.0034,
rZC = (0.7133 ± 0.001)R� by Basu & Antia (2004). These au-
thors have demonstrated that these seismic determinations are
not sensitive to the change in solar abundances.

Figure 1 shows relative differences between seismic sound
speed and the one determined from our different solar models.
Figure 2 shows a comparison between Ys and rZC values of the
computed models and their seismic determinations. The worse
concordance between the model using Asplund et al. abundances
and the seismic model is shown by a relative difference in sound
speed that peaks at 1.5% just below the convection zone. The
surface helium abundance and the location of the base of the
convection zone are also very far from their seismic values.

1 http://www-pat.llnl.gov/Research/OPAL/

Fig. 1. Relative sound speed differences between the Sun and the mod-
els: M-GN (heavy full), M-GS (full), M-AGS (heavy dashed), M3 (dot-
ted), M4 (short-dashed), M5 (dashed-dotted), M6 (long-dashed), M7
(dashed-3*dotted), M8 (heavy dashed-dotted).

Fig. 2. Characteristics of the solar envelope, surface helium abun-
dance (YS) and the location of the base of the convection zone (rZC),
for the models: M-GN (filled circle), M-GS (filled triangle), M-GS∗
(open triangle), M-AGS (open star), M3 to M7 which is a set of models
that use AGS mixture by varying its neon abundance (open star) and
M8 (filled star). The box represents the seismic values with their errors
(Basu & Antia 2004).

Models M3, M4, M5, M6 and M7 give an idea of how large
the neon abundance increase has to be in order to reduce this
discrepancy. In all these models the neon has been pushed out of
its error bar (±0.06 dex). Before looking for an optimal value of
neon, we notice that the larger the neon abundance, the larger the
surface helium abundance, the larger the convection zone depth
and the higher the sound speed. The augmentation of neon in
M4 makes the model’s sound speed close to the seismic profile
but keeps Ys and rZC far from their seismic box, even if they
become better than the M-AGS ones. A slightly higher increase
of neon (e.g. M7) improves the surface envelope characteristics
(Ys, rZC) but makes the sound speed much higher than the seis-
mic one. Therefore, a compromise has to be found for the neon
abundance value to satisfy Ys, rZC and sound speed constraints.
We estimate the neon abundance to be 8.39 ± 0.05 dex, subject
to some remaining differences between the models and the ob-
servation. First, the lowest values of this range lead to models
that have YS and rZC values about 2σ far from their seismic val-
ues. Second, its highest values infer models with relative differ-
ences between their sound speed profile and the seismic one that
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are just three times lower than the relative difference between
M-AGS and seismic sound speed profiles at their peaks.

In order to see the influence of the other heavy elements
abundances on the change of the considered model character-
istics (YS, rZC and sound speed) we constructed the M8 model.
This model has a neon abundance that is situated at the bottom
of our given neon increase interval (8.35 dex) and has C, N, O,
Si and Mg abundances that are increased until the maximum of
their error bars (see Asplund et al. 2005). The abundance of ar-
gon has also been increased by 0.4 dex, as this element is another
noble gas of the solar mixture. We deduce that the sound speed
of the M8 model does not change much compared to the model
that has the same increase of neon (M5), except at the deeper lay-
ers of the sun. However, the values of YS and rZC become closer
to their seismic values compared to those of the M5 model. This
means that the increase of other heavy element abundances in-
side their error bars simultaneously improves the agreement be-
tween the three considered seismic determinations and those of
the models. This can lead to a reduction of the supposed val-
ues of neon as they give good agreement in sound speeds to
(8.34 ± 0.05) dex. For this range, relative differences between
seismic and theoretical YS and rZC still have a maximum of 2σ.

For comparison we have considered the models M-GN and
M-GS with the previous mixtures GN and GS. The model M-GN
has a convective zone depth close to the seismic one but a too
small surface helium abundance. On the contrary, model M-GS
has a good surface helium content but a thinner convective zone.
Since in Fig. 2, the position of the M-GS model does not follow
the general trend of the other models, we have looked in more
detail at the differences between the two mixtures. We noted that
the sulfur abundance of GS mixture (7.33 dex) is larger than
the GN value (7.21 dex), due to improved oscillator strengths
(Biemont et al. 1993), and than the AGS value (7.14 dex). We
computed a model M-GS∗ with the GS mixture but with GN sul-
fur abundance. It appears that such a variation of sulfur notably
lowers the surface helium abundance of the model.

3. Fit to the low-degree small frequency spacing
constraints

Small low degree frequency spacings are a well known diagnos-
tic of the solar core. In order to compare our theoretical results to
the observational ones, we use the latest results of Lazrek et al.
(2007) and those of Gelly et al. (2002) in the measurement of low
degree solar frequencies from the GOLF experiment. We exam-
ine the small frequency spacings δν02, δν13 and δν01 which are
combinations of acoustic modes penetrating differently towards
the center and that are thus very sensitive to this region.

δν02(n) = νn,�=0 − νn−1,�=2,

δν13(n) = νn,�=1 − νn−1,�=3,

δν01(n) = 2νn,�=0 − (νn,�=1 + νn−1,�=1).

However, the small spacings are slightly dependent on the so-
lar atmosphere which is highly simplified in the solar mod-
els. Roxburgh & Vorontsov (2003) have demonstrated that the
ratio of the small to large separations of acoustic oscillations
is essentially independent of the structure of the outer lay-
ers. We thus renormalize the small spacings by considering
the ratios δν02(n)/∆ν(n, � = 1), δν13(n)/∆ν(n + 1, � = 0) and
δν01(n)/∆ν(n, � = 1) where the large separation is given by:

∆ν(n, �) = νn,� − νn−1,�.

We then compute both for our models and for the observations
the mean of these renormalized small frequency spacings δν02,
δν13 and δν01 for radial orders from 16 to 24. This corresponds
to a frequency range about 2500–3600 µHz. The low limit of
this range ensures that the behavior of the frequency is almost
asymptotic and the high limit corresponds to observed modes
with very high accuracy. For higher frequencies, the accuracy de-
creases rapidly. Figure 3 gives both renormalized and non renor-
malized mean small spacings for the models of Table 1 and for
the observations. The dimensions of the symbols in the upper
panel of Fig. 3 reflect the uncertainty on the plotted quantities
corresponding to an uncertainty of 0.01 µHz for the numeri-
cal frequencies. It shows that the renormalization gives results
closer to the observations because it eliminates the differences
between surface properties of the models and the sun. The re-
maining discrepancies are due to differences in the structure of
the deep solar interior.

As expected, Fig. 3 shows that the small frequency spac-
ings of the M-AGS model are far from the observations, con-
trary to those of the M-GN and M-GS models. We note that the
M-GS model is closer to the observations than the M-GN model,
contrary to the M-GS∗ model. The small frequency spacings of
the models that use an AGS mixture with different values of the
neon abundance decrease as the neon increases in almost a reg-
ular way. The model M7, which uses the highest value of neon
abundance in our considered set of models, is shown to have
the best agreement between its small spacings and the observa-
tions. However, this model has a much higher sound speed than
the seismic one (see Fig. 1), which makes it a less acceptable
model. We also show that a slight increase of some other heavy
elements has an effect on the change of small frequency spac-
ings as well. We find that for the model M8 the three considered
renormalized small spacings are closer to their observational de-
terminations than those of the model M5.

However the small spacings are also sensitive to the solar
age, due to the change in time of the mean molecular weight
in the nuclear core. For example, Morel et al. (1997) showed
that an increase in age of 100 Myr gives a decrease of 0.1 µHz
of both δν02 and δν13, with a small relative increase of sound
speed of around 10−3 and a slight increase of the thickness of
the convection zone of 0.002 R� and no noticeable change of
the surface helium abundance. We added, in Fig. 3 a GN model
which is calibrated at 4.65 Gyr to see the influence of the solar
age on small frequency spacings.

After showing the influence of solar abundances on low de-
gree small frequency spacings, we still believe that in order to
resolve the new abundances, a compromise between the neon
abundance, the small frequency spacings and the constraints of
the preceding paragraph can be reached by slightly adjusting
some heavy elements inside their error bars and the age of the
sun. Our suggested value of neon (8.34 ± 0.05) is confirmed by
considering the low degree small frequency spacing constraint.

4. Gravity modes

Adiabatic frequencies of the models have also been computed
for the range from 100 to 800 µHz and for low degrees (0 <
� < 6) including both g-modes and mixed modes. The periods of
low frequency gravity modes are proportional to the characteris-
tic period P0 which is given in Table 1 (P0 = 2π2/

∫ rZC

0
(N/r)dr,

where N is the Brunt-Väissälä frequency). The lowest P0 dif-
ference between M-GN and the other models is obtained for
M8, leading to the closest g-mode frequencies. The frequency
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Fig. 3. Upper panel left: renormalized mean frequency small spacing δν13 as a function of the renormalized mean frequency small spacing δν02

for the different models compared to GOLF observations (full box Gelly et al. 2002; dashed box Lazrek et al. 2007). Upper panel right: same
for renormalized mean frequency small spacing δν01 as a function of the renormalized mean frequency small spacing δν02. Lower panel: for
comparison the same quantities are given before renormalization (in µHz), namely 〈δν13〉 and 〈δν01〉 as a function of 〈δν02〉. The small circle
corresponds to a M-GN model calibrated at 4.65 Gyr, the open triangles correspond to M-GS∗ model.

Fig. 4. Relative frequency differences between
the gravity modes and the first low frequency
p-modes of M-GN and M-AGS (�), M3 (�),
M4(∗) , M5 (�), M7(×), M8(•).

differences between the M-GN and the other models are given
in Fig. 4. We note that the g-modes are more influenced by the
change of abundances than the low frequency p-modes. As ex-
pected the value of δν/ν at very low frequency is close to its
asymptotic value δP0/P0. The biggest frequency difference is
obtained for M-AGS for which low g-mode frequencies are 1.5%
lower. This difference has a minimum for all the models around
250 µHz. It has been shown that the g-modes around this fre-
quency have a mixed character (Provost et al. 2000) and are sen-
sitive to both the sound speed and the Brunt-Väissälä frequency
variations. Their frequencies do not depend much on any change
in the models. The lowest difference in the frequencies compared

to M-GN is obtained for M8 which is expected since they have
very similar structure parameters.

5. Discussion and conclusion

We study the sensitivity of low degree frequency spacings to the
change on solar heavy element abundances. We constructed sev-
eral solar models with different solar mixtures. The spacings are
considered as helioseismic constraints of the solar core as they
are very sensitive to this deep region. Therefore, they are used
to test the reliability of the solar models in addition to the en-
velope constraints (convection zone depth and helium surface
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abundance) and the sound speed profile. Surface effects have
been removed from these spacings by using a renormalization
prescribed by Roxburgh & Vorontsov (2003). Their observa-
tional values have been taken from the recent GOLF measure-
ments (Lazrek et al. 2007; Gelly et al. 2002).

We found that low degree small frequency spacings are very
sensitive to the metallicity of the models. The mean spacings of a
model using Asplund et al. (2005) abundances are much higher
than the ones of a model using Grevesse & Noels (1993) val-
ues and are incompatible with those determined from the GOLF
observations. Similar results were found by Basu et al. (2007)
by comparing BISON observations of low degree solar oscil-
lations with models using different abundances and numerical
codes. They conclude that low surface metallicity models can be
ruled out. These two studies strengthen the fact that new solar
abundances lead to solar models which disagree with helioseis-
mology measurement in the core as well as in the other regions
of the solar interior.

We confirm, as was also mentioned by several authors, that
the sound speed profile, convection zone depth and helium sur-
face abundance of a model using the revised abundances are also
far from their helioseismic determinations, unlike the ones of a
model using the old abundances.

In addition to these two main models we constructed five
other models that use new solar abundances with a significant
change of the neon abundance. This has been done following the
Antia & Basu (2005) suggestion to resolve the new abundances.
We found that the small spacings are very sensitive to the neon
abundance value and decrease almost regularly when the neon
increases. The discrepancy between models and observations is
reduced simultaneously for the small frequency spacings and the
other constraints when the neon abundance is considerably in-
creased. However, the neon abundance that gives the best agree-
ment between the models and the helioseismic determinations
is hard to reach as it is a compromise solution between all these
quantities. For instance, a model using a neon value increased by
0.45 dex (M4) makes its sound speed very close to the seismic
sound speed but keeps its envelope characteristics (convection
zone depth and helium surface abundance) far from their obser-
vational values. A model using a neon abundance increased by
0.63 dex (M7) has the opposite effect.

As expected, the search for the neon abundance value that
gives a good agreement between models using new abundances
and the seismic constraints including the small frequency spac-
ings becomes easier if C, N, O, Si, Mg and Ar abundances are
also slightly increased. Other elements may also play a signifi-
cant role. We show for example that an increase of sulfur abun-
dance, as is the case for the GS mixture, noticeably increases the
surface helium abundance and lowers the small frequency spac-
ings.Also, the solar age is a crucial feature in the determination
of low-degree frequencies. Indeed, we tested a model using old
abundances with an age 50 Myr older than the age we have used
to compute all the models (4.6 Gyr) and found that this change
brings the spacings closer to the observations.

In conclusion, we show that, if the new solar mixture of
Asplund et al. (2005) is confirmed, an increase of the neon abun-
dance by (0.5 ± 0.05) dex can resolve the current disagreement
caused by this mixture, subject to adjusting slightly the highest

heavy-element abundances and the age of the sun in order to
satisfy all the seismic constraints, notably the low-degree small
frequency spacings. Our estimated increase of neon is slightly
higher than that of Bahcall et al. (2005), which is 0.45 ± 0.05.
However, in this work only low degree modes are used, while the
higher degree modes also provide independent constraints. Also
our model, which is the closest to the observations, has a surface
metallicity content Z smaller than the value determined by Antia
& Basu (2006) from higher degree modes using the dimension-
less sound speed derivative in the solar convection zone.

Our last investigation in this work has been the calculation
of g-mode frequencies since the detection of g-modes is one of
the current challenges of solar observers. As expected, the solar
model using new abundances has the highest frequency differ-
ences to the model using old abundances, which go up to 4 µHz.
We show that modes with frequencies around 250 µHz and de-
grees larger than 2 are less sensitive modes to the change in the
abundances, with differences less than 2 µHz.
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3. EFFECTS OF THE MIXTURE OF SOLAR CHEMICAL
ELEMENTS FROM OUTER LAYERS TO THE CORE
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Chapter 4

Effect of solar model ingredients
in high ` mode kernels

Vertrauen ist gut, Kontrolle ist besser

German proverb

Abstract

Up to now, only Model S (Christensen-Dalsgaard et al., 1996) has been used in
the generation of sensitivity kernels for the inversion of horizontal flows, although
it does not contain updated physics in the solar modeling. Thus, I was interested
in the question of how the use of different standard solar models would affect
the sensitivity kernels and hence the inversion results. After using several solar
models to generate the kernels, it appeared that changing the equation of state,
opacities, surface heavy element abundances, or the modeling of convection do
not affect the inversion results. However, the modeling of the outermost layers
can affect the measurements if an important amount of high radial order modes
(high frequency modes) are included in the analysis.
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4. EFFECT OF SOLAR MODEL INGREDIENTS IN HIGH `
MODE KERNELS

4.1 Goal of the study

As discussed in section 2.2, the radial dependence of the horizontal flows can
be inferred by inverting an integral equation which gives the frequency shifts,
induced by the flows, for each mode of radial order n and spherical harmonic
degree ` (equations 2.19 – 2.20). The goal of the following study is to use sev-
eral standard solar models to calculate the kernels and β coefficients (given in
equations 2.21 and 2.22) in order to see how the structure models used affect
the estimation of the horizontal velocity flows (zonal and meridional flows). For
this purpose, I used several standard solar models calculated using the CESAM
code (Morel, 1997) and estimated their corresponding eigenfrequencies and ker-
nels using the ADIPLS code (Christensen-Dalsgaard, 2008) and the NOSC code
(Provost, 2008). The corresponding results are then compared to the standard
calculations based on Model S (Christensen-Dalsgaard et al., 1996). Since the
analysis involves high degree acoustic modes, only the modeling of the upper
layers are concerned. Results of the inferred horizontal flows from the use of
the kernels presented in this chapter are discussed in chapter 5. This work is a
published article with the following entries:

TITLE
Sensitivity of the subsurface flow fields inferred from ring diagram

analysis to the change on the solar model

AUTHORS
A. Zaatri, J. Provost, T. Corbard, M. Roth

REFERENCE
Astrophysics and Space Science, 2009, 10.1007/s10509-009-0191-7
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4.2 CESAM models and Model S

4.2 CESAM models and Model S

The characteristics of the solar models in this study are described in table 4.1. In
addition, nuclear reaction rates, atmosphere models and calibration parameters
are as given in ARTICLE I and all models include the microscopic diffusion of
the chemical elements. The opacities are those of OPAL 96 for the given heavy
element abundances (GN and AGS – for details concerning the solar abundances
and the opacities see ARTICLE I and references therein). Model S refers to the
model which has been fairly extensively used for helioseismic inversions and on
which the GONG ring diagram horizontal subsurface flows are based (see part
III). Model S is taken as a reference model in this study. The effect of the
change in the equation of state (CESAM models use OPAL equation of state
updated in 2001 whereas Model S uses the old tables of 1991) and the opacities
could be revealed by comparing the Model S flow fields to the CS1 ones. The
effect of the age is studied via the model CS2 (0.1 Gy older than CS1). The
model CS3 is calculated to see the effect of the change on the surface heavy
element abundances by using the newly estimated abundances (AGS). Finally,
the effect of the convection treatment is studied via the model CS4 calculated
using (CM, Canuto and Mazitelli, 1991) formulations for convection instead of
the commonly used Mixing Length Theory (MLT). In addition to these CESAM
models, I used a model similar to Model S kindly provided by J. Christensen-
Dalsgaard for this study (I call it Model S̃). Although, Model S̃ has been adjusted
to fit very nearly the observed high degree mode frequencies by changing only
the outermost layers. The only difference between Model S̃ and Model S resides
in the adiabatic coefficient (Γ1), and hence in the sound speed, of the outer 0.1%
of the solar radius.

Figure 4.1 shows the density and sound speed differences between Model S and
the other models in the outermost 2% and 0.1% of the sun. Except for the model
CS4, all of the CESAM models have densities and sound speeds very close to
those of Model S. A difference of up to 20% in the sound speed is shown between
Model S and Model S̃ in the outermost 0.1% of the solar interior. Because the
sound speed and the density of Model S, in the outer most layers, is higher than
those of the CESAM models except for the model CS4, the inferred CESAM
models frequencies are lower by up to 10µHz than those inferred from Model S.
Model S̃ shows the highest frequency differences compared to Model S because
of the high sound speed difference in the outermost layers (see figure 4.2).
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Table 4.1: Description of the solar models used.

Solar model Model S CS1 CS2 CS3 CS4

Equation of state OPAL 1991 OPAL2001 OPAl2001 OPAL2001 OPAL2001
Opacities OPAL92(GN) OPAL96(GN) OPAL96(GN) OPAL96(AGS) OPAL96(GN)

Convection MLT MLT MLT MLT CM
Age(Gy) 4.6 4.6 4.7 4.6 4.6

Figure 4.1: Upper panels: Density (left) and sound speed (right) diffrences between Model
S and models S̃(black),CS1(blue), CS2(light blue), CS3(green), CS4(red) as a function of frac-
tional radius for the outer 2% of the solar radius. Lower panels: Same as upper panels but for
the outer 0.1% of the solar radius.
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4.2 CESAM models and Model S

Figure 4.2: Frequency differences between Model S and models CS1, CS2, CS3, CS4, S̃
(noted GR1 in the panel) as a function of frequency.
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4.3 Kernels and β coefficients

Examples of the difference between kernels calculated from Model S and the
other models are given in figures 4.3 and 4.4 for high degree modes with `=400,
600, 700 and different radial orders n. The differences are given between the
reference Model S and the other models. The kernel differences are very similar
for all the models except for Model S̃. At the layers of interest, the kernels are
dominated by the horizontal wave displacement and the density. Hence, because
of the high sound speed at the near surface layers of Model S̃, the horizontal
displacement assumes a significant high amplitude that is reflected in the kernels.
The coefficient β is very close to one for high degree modes, and is nearly the same
for all the models except a slight difference for Model S̃ (figure 4.5). Moreover,
the difference between kernels and β coefficients corresponding to Model S and
Model S̃ increase with increasing radial order n. This has been expected since
for a given order `, modes with higher radial order n have higher frequencies and
are more sensitive to the outermost layers (see figure 2 of Christensen-Dalsgaard
et al. (1996)).

4.4 Summary

The outcome from the study presented on the effect of the solar model ingredients
on sensitivity kernels of high degree modes is that mainly the modeling of the
outermost layers matters. In addition, for a given `, mode kernels with the highest
radial orders, i.e. with highest frequencies, are the most sensitive to the change
in the solar modeling because the sensitivity to the outermost layers increases
with increasing frequency. However, it is known that the modeling of the outer
solar layers from calibrated evolutionary models of the Sun poorly describes the
physics of these layers because of their great complexity. Hence, it would be more
appropriate to use models that are describing more correctly the outermost layers
by considering 3D modeling of the turbulence, adding the effect of magnetic field
and so on. In chapter 5, I will discuss the effect of the calculated kernels in
the inferred horizontal flows from the inversion of frequency shifts obtained from
localized power spectra of high degree modes.
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4.4 Summary

Figure 4.3: Difference between the rotational kernels of Model S and those of models S̃(black),
CS1(blue), CS2(light blue), CS3(green), CS4(red) as a function of fractional radius, given for
degree `=400 and radial orders 1 < n < 6 as a function of fractional radius. The last four
colors are hardly distinguishable in the plots because the models are very close to each other
but notice that the differences start to appear with increasing the radial order n.
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4. EFFECT OF SOLAR MODEL INGREDIENTS IN HIGH `
MODE KERNELS

Figure 4.4: Same as figure 4.3 but for `=600 and `=700 for radial orders 1 < n < 4. The
maximum radial order for a given ` decreases with increasing ` as shown from ` – ν diagram.
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4.4 Summary

Figure 4.5: s
hown for a set of high degree modes with different radial orders as derived from
several solar models.] β coefficient shown for a set of high degree ` modes with different
radial orders as derived from several solar models: S̃ (black), Model S and all the CESAM

models are overlayed on the red curve.
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Chapter 5

Ring diagram analysis

Remember that in order to analyze any wave it is
first necessary to place it accurately in the Kx-ω
plane.

R. F. Stein & J. Leibacher.
waves in the solar atmosphere

Abstract

Ring diagram analysis is a local helioseismology technique that allows us to infer
horizontal flows in the sub-photospheric layers. The data used are sequences
of tracked and remapped dopplergrams of localized domains to which Fourier
transform can be applied in time and space giving local acoustic power spectra.
The power in such spectra is concentrated in rings at a fixed frequency for a set
of radial orders. In the 2D spatial frequency domain [kx,ky], the rings are not
circular because of the underlying flows that act on the waves traveling through
the region under study. The displacement of the rings can be obtained by fitting
the power spectra. Then, flows down to few Mm can be inferred by inverting the
integral equation that links them to the measured ring distortions.
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5.1 Introduction

The idea of exploring local disturbances of the acoustic waves in order to infer the
dynamics of the propagating medium emerged when Deubner (1975) successfully
produced the first observed k – ω diagram (2D spectrum) where the ridges fitted
well the predicted solar p-modes by Ulrich (1970). Deubner et al. (1979) sug-
gested to use the shift in p-mode ridges to infer rotation at different depths. In
1983, Gough and Toomre studied theoretically the effect of horizontal large scale
velocity fields and temperature fluctuations on the k – ω diagram. Observational
evidence of their predictions was given by Hill et al. (1983). All these studies
have been carried out in 2D where only the east-west flows can be inferred1. In
order to keep the information on flows along the north-south direction, Hill (1988)
suggested to use the whole image without averaging over y to infer 3D solar oscil-
lation power spectra. In the Fourier space (ν,kx,ky), where ν is the frequency and
(kx,ky) are the two components of the horizontal wavenumber, the 3D spectrum
has a trumpet shape and a cut at a specific frequency gives a ring shaped mode
power (figure 5.1) which led to name Hill’s technique ’ring diagram analysis’.
In the presence of underlying flows, the mode power gets distorted in kx and ky
directions. The exploration of these distortions permits the measurement of the
flows in the two spatial directions. An intuitive idea in Hill (1988) was to model
the distorted rings by ellipses and a least square minimization was used to get
the velocity field strengths in x and y directions which were related to the ellipse
parameters (mainly minor and major axis). The pioneering work by Hill (1988)
led to an overestimated flow of 100 m/s the y direction and was not conclusive
due to the poor quality of the data that were available and the simplified proce-
dure used for fitting the power spectra. Moreover, since these images were taken
at a fixed latitude, it was not possible to reveal any variation on the north-south
flow.

Subsequently, Patrón (1994) and Patrón et al. (1995) took a set of data-cubes
from improved Mount Wilson images at different latitudes and longitudes to study
the spatial distribution of the flows and used a more powerful tool to fit the 3D
power spectrum based on the Lorentzian fitting of the solar oscillation spectrum
by Anderson et al. (1990). The power was not fitted in the (kx,ky) plane (the
ring) only but also by taking into account the third dimension (frequency). This
fitting led to more stable and smaller velocities of about few tens of m/s. Also,
an inversion method was used to infer the velocity flows as a function of depth.
The inversion was not of a big issue in the ring-diagram analysis, as the problem
is similar to that in global helioseismology for the inversion of frequency split-

1To get the 2D spectrum, images are averaged over latitudes ( y direction) and the domain
in the x direction is taken as large as possible to improve the resolution in kx.
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tings to get internal rotation which were already well established (e.g. Gough,
1985). This work led to the first estimations of the north-south flow (meridional
circulation) as a function of depth from an observational technique. Having con-
firmed its strength on inferring large scale flows in the Sun, ring diagram analysis
has been applied to several sets of data consisting on continuous high resolution
Dopplergrams of 1 min cadence provided for periods lasting from a day to sev-
eral years. One of the first high resolution data sets to which the ring diagram
analysis has been applied to infer large scale flows are MDI data (e.g. Bogart
et al., 1997; González Hernández et al., 1998) and Taiwan Oscillation Network
(TON) data (Patrón et al., 1998). Most recently, the analysis has been used to
infer small-scale flows, notably around and below active regions (Hindman et al.,
2006). For reviews about the ring-diagram analysis see Hill (1995), Antia and
Basu (2007), and González-Hernández (2008).

When the GONG cameras were upgraded in 2001, a ring-diagram analysis
pipeline has been developed in order to continuously analyze the GONG+ data
(Corbard et al., 2003). Data products consisting of tables of horizontal flows
and their corresponding errors as well as the fit mode parameters (e.g. frequency
shifts, amplitude and line width) are available for more than 7 years now1.

The GONG ring diagram pipeline

The GONG ring diagram analysis pipeline2 is used to measure the sub-surface
horizontal velocity fields derived from ring analysis of GONG Dopplergrams. In
addition, I have customized the pipeline in several ways, notably, to investigate
the influence that many parameters involved in the ring diagram analysis can
have on the estimated flow fields. The following addings have been performed:

• Implementation of several planar mappings to study the sensitivity of the
results to the geometric projection used. Chapter 6 is devoted to this topic.

• Implementation of several sets of sensitivity kernels derived from various
solar models, mostly those discussed in chapter 4. This aims to study the
effect of the change in the standard solar model on the inferred horizontal
velocity flows (see section 5.6).

• Using an inversion code based on the Optimally Localized Averages method
(OLA), developed by Thierry Corbard, in addition to that based on the Reg-
ularized Least Square method (RLS) already implemented in the pipeline.
The resulting velocities from both inversion methods have been compared
(see section 5.6).

1http://gong2.nso.edu/archive/patch.pl?menutype=h
2http://gong.nso.edu/data/DMAC documentation/RingDiagram
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• Extension of the inversion programs available in the pipeline for the mea-
surement of the horizontal velocity flows to the measurement of their radial
gradient (see chapater 8, section 8.4).

• The range in latitudes originally used in the program has been made more
flexible by extending the latitude coding to a step of 0.5◦ instead of 7.5◦.

• The pipeline has been adapted to the MDI data.

This customized version of the GONG ring diagram pipeline is now imple-
mented in the OCA1 and the KIS2 where the remapping code has also been used
to create data-cubes that have been analyzed by another local helioseismology
technique Fourier Henkel Analysis and the results have been compared to those
obtained from the ring diagram analysis of the same data (Roth et al., 2009).

5.2 Principle of the ring diagram technique

The main idea of the technique is to analyse 3D power spectra of acoustic so-
lar oscillations inferred from time series of localized patches on solar images.
The distortion of the ring shape of the 3D spectrum at a given frequency holds
information about the existing flows responsible for advecting the wave front3.
One way of considering the problem is to treat the waves with high horizontal
wavenumbers as plane waves when seen on small regions of the solar disk where
the plane geometry is approximately valid. Thus, the apparent Doppler shift of
the frequencies can be treated as being directly proportional to the horizontal
velocity field strength as given by equation 2.18. And because the waves probe
the solar interior, the velocity flows as a function of depth can be inferred. How-
ever, the spatial limitation – allows observations of high degree modes only with
a turning point located in subsurface layers (see figure 2.5) thus only flows in
these shallow regions can be inferred. The processing steps of the ring diagram
technique can be summarized as follows:

• Building a data-cube: It mainly consists of following a region of interest in
a sequence of images by tracking it at a solar rotation rate appropriate for
its latitude.

• Getting the power spectrum: A 3D Fourier transform is applied to the
data-cube (x – y – time) to get the 3D power spectrum in (kx – ky – ν).

1Observatoire de la Côte d’Azur
2Kiepenheuer-Institut für Sonnenphysik
3If one neglects the second order effect of the magnetic field, the rings would be axially

symmetric around the origin kx = ky = 0 (i.e circular) if no flows were present.
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Figure 5.1: Localized solar oscillation power spectrum derived from a data-cube of a size (128×
128-pixel, 6480min] with one pixel corresponding to 0.125◦. Kx and Ky are the components of
the horizontal wave number and are given for a maximum value of 2 Mm−1. f is the frequency
given for a maximum value of 5400 µHz. A cut at one frequency shows rings corresponding to
the f-ridge (n=0, outer ring) until the p6 ridge (n=6, inner ring).
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• Fitting the power spectrum: a Lorentzian function is fitted to the mode
power in polar coordinates (k =

√
k2
x + k2

y, θ = arctan(kx/ky)) at each
(`, n). Six fit parameters are inferred; the central frequency and frequency
shifts in the two spatial directions x and y, the background, the amplitude
and the width of the mode.

• Inversion: the resulting shifts are inverted to infer the horizontal flows (zonal
and meridional flows) as a function of depth.

• The variation of the velocity flows as a function of Carrington longitude and
latitude can be studied by using patches equally distributed in the north
and the south over the solar disk but avoiding regions near the limb strongly
affected by foreshortening.

In the following, I will review in detail each of these steps. Most of the
discussions will refer to power spectra in different ways, even before introducing
them properly. This is because it is important to understand the steps of this
data analysis one by one. The power spectra shown have been obtained by
analyzing data-cubes with a reference image taken on 2006.11.10, unless otherwise
mentioned.

5.3 Building a data-cube

A data-cube is a sequence of Nt local patches, with a spatial size Nx×Ny, selected
from solar disk images taken at a fixed temporal interval ∆t. The sequence is
defined by its reference patch Nt/2 taken at time T0 and centered at the heli-
ographic coordinates; latitude θ0 and Carrington longitude φ0. The rest of the
patches are taken at ti+Nt/2 = T0 + i ∗ ∆t with −Nt/2 < i < Nt/2. In order to
locate the reference patch in the ith image, it is necessary to:

• Track it in longitude with the solar rotation rate at its given latitude (lati-
tude of the reference patch).

• The spatial sampling is defined by choosing (on the Sun) a grid of points
around the center of each patch.

• Each point of the grid is then located in the solar image using an appropriate
interpolation between available pixels.
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Dimensions of the data-cube

We consider a grid with angular spacings δx = δy = 0.125◦ which leads to an
extent on the horizontal wavenumber range up to the Nyquist wavenumber of
KNy = 2π/λNy = 2π/(2δx) = 2.07Mm−1, hence the maximum value of the
degree ` is ` ' KNy×R ' 1440. The spatial resolution in terms of the horizontal
wavenumber is given by the limitation of the studied region such as δK = 2π/Nδx
where N is the number of spatial samples. If the number of samples is N =
128, i.e. an area of 16◦, the spatial resolution is δK = 0.0323Mm−1, hence the
spherical harmonic degree resolution is δ` = δK×R ' 22. Thus, the resolution in
` increases with increasing spatial size of the area studied. This is shown in figures
5.2 and 5.3 where the number of fitted modes from ` – ν power spectra inferred
from patches with different spatial sizes, increases with increasing the spatial size.
Notably, the increase of ` resolution allows a better resolution of lower degree
modes and the lower the degree of the mode the deeper is its turning point and
hence the deeper is the probed area. Also, ridges with higher radial number n
(higher frequencies for a given `) can be better seen. However, one has to keep
in mind that the analysis we are using is based on the plane wave approximation
which is only valid in very limited spatial extents where the curvature of the area
can be neglected. Hence, there is a trade off between the spatial size and the
validity of the used approximation. The commonly used spatial size is 16◦× 16◦1

and is usually named the standard patch. It allows us to probe depths down to
about 16 Mm. When using the spatial size 30◦ × 30◦ one can probe layers down
to about 26 Mm (González-Hernández et al., 2006). Most of the work presented
here has been performed using the ’standard’ aperture unless otherwise noted.

The temporal length of the data-cube in the standard ring analysis is fixed to
T=1664 min2. This choice is made to keep a fixed distribution of patches with a
standard aperture in the solar disk during this time span (see section 5.7). The
frequency resolution reached from this time span is δν = 1/T = 10.016µHz. Also
GONG images are taken at δt = 1min cadence which gives access to a frequency
range up to the Nyquist frequency of νNy = 1/(2δt) = 8333µHz.

Remapping the local patches

The validity of the ring diagram analysis is mainly related to the reliability of the
plane wave approximation in the chosen area. These waves propagate along paths

1The spatial size of the standard patch is 16◦×16◦. However, a circular spatial apodization
is applied in an extent of 1◦ transforming the patch to a disk with a radius of 15◦. Hence, in
most of the text, I will refer to the standard patch with the size of 15◦ but one has to keep in
mind that this is the size obtained after applying the windowing function.

2the temporal length 1664 min=27.7 hr corresponds to a rotation of about 15◦ at the equator
and is commonly refereed to as a dense-pack day.
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Figure 5.2: Power spectra in (l, ν)-plane derived from patches with different spatial apertures.
From left to right: Upper panels: (6◦×6◦, 9◦×9◦, 12◦×12◦). Lower panels:(18◦×18◦, 24◦×24◦,
30◦×30◦). The resolution of the ridges increases with increasing spatial size of the area because
the resolution in ` increases.

Figure 5.3: Modes fitted to the power spectra given in figure 5.2.
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providing the shortest distance between two points. This property is that of what
is known as great circles in spherical geometry, i.e. circles having the same center
as the center of the sphere. It is then very suitable to find geometrical projections
that remap the plane with these lines. In addition, power spectra are constructed
from each data-cube by using 3D Fourier transforms that require equidistance in
spatial dimensions (temporal equidistance is insured from the constant temporal
cadence of the images: 1 min). This second equidistance property is also needed
in the search for a suitable mapping. However, a mapping projection insuring
the two properties that we are seeking in all directions is not possible and the
choice of the best mapping is therefore not obvious. For instance, the gnomonic
projection insures a map with points on great circles in all direction, however the
distances are not preserved in any of them. The standard implemented projection
in the ring diagram analysis pipeline is the transverse cylindrical projection which
takes equidistant points on great circle lines perpendicular to the local meridan,
this insures our two requirements in the zonal direction only. The difference be-
tween a power spectrum in the (kx, ky)-plane derived from a data-cube where the
patches located at latitude 45◦ have been remapped using the transverse cylindri-
cal projection and a latitude-longitude grid are shown in figure 5.4. Clearly, the
equally spaced planar grid in latitude and longitude fails drastically far from the
disk center. Hence, the distorted power obtained from inappropriate mapping can
lead to important bias since the analysis specifically seeks the distortion of the
rings due to the underlying flows. Regarding the prominent role of the geometric
mapping in the analysis, I devoted a whole chapter to this topic where I used
several types of projections to fit the power spectra distortions and deduce the
horizontal velocities from inversion (see next chapter for more details).

Tracking

Large scale flows are mainly dominated by the differential rotation in the Sun
(about 2000 m/s at the equator). Indeed, shifting of the power spectrum (rings)
due to all the flows that advect the acoustic waves, is predominantly due to this
considerable flow field (see figure 5.5). In order to be able to see small amplitude
flows such as meridional circulation (about 20 m/s at the surface) it is necessary
to subtract rotation from the analyzed data by considering, say, a commonly used
surface rotation law. This is done by tracking the area of interest. The commonly
used rotation law is that given in equation 1.5. The ring diagram pipeline uses
Snodgrass (1984) rotation rates with a sidereal to synodic correction of 31.7nHz.
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5. RING DIAGRAM ANALYSIS

Figure 5.4: Power spectrum in the (kx, ky)-plane derived from a data-cube centered at 45◦

from disk center, where the containing tiles have been remapped using great circle mapping
(left panel) and equally spaced latitude and longitude grid (right panel).

Camera projection

Once the planar projection is chosen to construct the grid of interest, each point
of the grid needs to be localized in the image. In the case of GONG+ data,
the images are circular with a constant radius r0. If (θ, φ) are the heliocentric
coordinates of the point of interest, their coordinates in the image axis (X, Y )
are given by the equations1

X −Xc

r0

=
cos θ sin (φ− L0)

1− Sα (5.1)

Y − Yc
r0

=
sin θ cosB0 − cos θ sinB0cos(φ− L0)

1− Sα (5.2)

where α = sin θ sinB0 + cos θ cosB0 cos (φ− L0), (Xc, Yc) are the coordinates of
the center of the image, B0 is the inclination of the Earth’s axis to the ecliptic
plane, L0 is the Carrington longitude of the central point, S is the apparent semi
diameter. These quantities can be found in ephemeris tables and are provided in
the image header. In practice, the obtained values (X,Y) are usually not integers.
Hence, in order to get a grid corresponding to the pixel positions in the image,
an interpolation is used (Corbard, 2003).

1The demonstration of the camera projection equations is given in appendix A.
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5.4 Power spectrum of the data-cube

Apodization

Before applying the 3D Fourier transform to the remapped and tracked data-
cube, it is necessary to apply an apodization function to the cube in both space
and time in order to avoid spatial and temporal aliasing at high frequencies.
The GONG ring diagram pipeline uses the cosine bell apodization function in
spatial directions on an extent of 1◦ which transforms the data-cubes from 16◦×
16◦ to circular patches of 15◦ radius. Table 5.1 displays power spectra taken
in the (kx, ky)-plane at frequency 3000µHz considering different widths of the
spatial apodization. 1◦ is a satisfying choice since a bigger width leads to a more
dramatic loss of data. In the temporal direction, a multitaper technique has been
implemented in an attempt to increase the signal to noise ratio. The inner rings
of the power spectrum can be better seen when increasing the number of tapers
but this has the disadvantage of globally oversmoothing the data (see 5.2). The
ring diagram pipeline in its standard run does not use the multitaper technique.

Power spectrum in Cartesian coordinates [kx, ky, ν]

After applying the apodization in space and time, the remapped and tracked data-
cubes [x,y,t] are Fourier transformed in space and time to produce power spectra
in the (kx, ky, ν)-space, where kx and ky are the components of the horizontal
wave number and ν is the frequency. The power spectrum shows ridges at all
the planes perpendicular to the (kx, ky)-plane. These power spectra are ` – ν
like diagrams. Consequently, the power spectrum in all the planes parallel to
the plane (kx, ky), i.e. at fixed frequencies, are ring like diagrams. The whole 3D
power spectrum is trumpet like as shown in figure 5.1. The local oscillation power
spectra obtained from a standard data-cube are shown in the (kx, ky)-plane for
several frequencies and different data-cube locations in table 5.3. The visibility
of the rings is strongly affected by the location of the data-cube and increases
as the observed regions move further away from disk center mainly because of
foreshortening (see section 5.7).

Power spectrum in polar coordinates [k, θ, ν]

Bogart and et al. (1995) presented the idea to see a power spectrum as cylinders1

wrapping the trumpets with different circumferences fixed by the radius k =√
k2
x + k2

y (wave number) for a range of angles θ = arctan(kx/ky) (azimuth) at
all frequencies. The relation between the Cartesian coordinates [kx,ky] and the

1Cylinders are parallel to the frequency axis.
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0◦ 0.5◦

1◦ 1.5◦

Table 5.1: Cuts of the power spectra at frequency 3000µHz apodized using the cosine bell
function in the (x,y)-plane with different widths. The increase of the width allows us to get rid
of the spatial aliasing that clearly appear in the upper two panels.

1 taper 2 tapers

3 tapers 4 tapers

Table 5.2: Same as table 5.1 but for different temporal apodizations (using different sets of
tapers). The increase of the number of tapers increases the signal to noise ratio which allows
us to better resolve the inner rings. However, the width of the rings increases because of the
oversmoothing. 80
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2500µHz 3500µHz 5000µHz

Table 5.3: Ring power spectra of given eigenfrequencies derived from standard patches located
at the central meridian and at latitude (from top to bottom) 52.5◦,15◦,0◦,−15◦,−52.5◦. The
visibility of the rings decreases with increasing the latitude because of the foreshortening effect.
The maximum power is given around 3000 µHz (5 min oscillations).
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new polar coordinates [θ, k] at a fixed frequency is kx = k sin θ and ky = k cos θ.
Hence, equation 2.18 becomes

∆ω = k(ux sin θ + uy cos θ), (5.3)

θ is the direction of propagation. An unwrapped cylinder of this type (at fixed
k) results in well distinguished mode powers displayed as nearly parallel straight
lines in the (θ, ν)-plane. Hence, each line is associated to a value of k and radial
order n. The number of lines is fixed by the number of detected radial orders n.
When using a standard patch one can observe the f-mode (n=0) and the 5 first
p-modes (n=1 – 5). Hence, 6 parallel straight lines are seen in the (θ, ν)-plane.
The lines are not strictly straight because of the presence of underlying flows
that advect the acoustic waves. This distortion is not easily seen by eye because
after tracking, the remaining flows are very weak. In order to show more clearly
how the underlying flows distort the lines, I deliberately produced power spectra
for various tracking rates: (1) without tracking the patches, (2) by removing
about half of the amplitude of the surface rotation, and (3) by using Snodgrass
coefficients (see figure 5.5). The power spectra clearly appear to be curved by
such flows.

In order to remove the anisotropies in the power distribution mainly due to the
position of the data-cube as discussed before or due to any varying sensitivity of
the instrument across the field of view, one can perform a Fourier filtering of the
power spectrum in the (θ, ν)-plane. This filtering is performed in the frequency
range [1500µHz,5500µHz] in the case of the standard patches, but one has to
be aware of modifying this interval if other spatial and temporal dimensions of
the data-cube are used. The azimuthal dimension is also subsampled, in order
to gain in data processing time, which leads to smoother results as shown in
figure 5.6 where power spectra are shown before and after the Fourier filtering
and subsampling at different latitudes (2 left columns). The corresponding ring
diagram at one specific frequency is also shown. Clearly, the contrast of the most
affected parts of the power in high latitude patches (upper and lower panels) by
foreshortening is considerably improved. This figure might lead to some confusion
if not well understood. Thus, one has to keep in mind that what is shown in the
two right panels does not result from the unwrapped rings in the left panel, but
rather from unwrapping rings with the same size (same diameter) observed at
different frequencies (different radial orders n). For instance, in the case shown,
the outermost ring seen on the left panel corresponds to the third line (from the
bottom) in the two right panels (taken around frequency 3000 µHz). The other
lines do not correspond to the other rings but rather to rings at other frequencies.
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Figure 5.5: Power spectra shown in Cartesian and polar coordinates obtained with different
tracking rates. Upper panels: no tracking (a0 = a1 = a2 = 0). Middle panels: tracked with
a0=200µHz, a1 = a2 = 0. Lower panels: tracked with Snodgrass (1984) coefficients.
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Figure 5.6: Power spectra derived from standard data-cubes are shown in the (kx, ky)-plane
at ν = 3000µHz (left panels) and in the (θ, ν)-plane at a fixed k (middle panels). Right panels
show the Fourier filtered middle panel power spectra. From bottom to top power spectra are
produced from data-cubes centered at the central meridian and latitudes [−52.5◦, −15◦, 15◦,
52.5◦].
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5.5 Fitting the power spectrum

In order to get the horizontal velocity as a function of frequency, a symmetric
Lorentzian function1 is fitted to the observed mode power in the (θ, ν)-plane for
each radial order n and wave number k. The model is given as follows (Haber
et al., 2000; Schou and Bogart, 1998)

P (ν, k, θ) =
Γ

2

A
Γ2

4
+ [ν − (ν0 −∆ν)]2

+
b

k3
(5.4)

∆ν = ∆ω/2π is the frequency shift due to the advection of the wave by the
flows, ∆ω is given in equation 5.3, hence, ∆ν = (uxk sin θ + uykcosθ)/2π. The
profile is specified by six parameters, ux and uy

2 , ν0 is the central frequency, A is
the amplitude, Γ is the full-width at half-maximum (FWHM) or simply the line
width and, b

k3 is the model background. The model P is fitted to the observation
using the maximum likelihood method which seeks the maximum probability for
an observed point Oi to be at a model point Pi (defined by θ, k and ν) by
maximizing the likelihood function L within the fitting interval or minimizing
the function F given by

F (ux, uy, ν0, A,Γ, b) = − lnL =
∑
i

(lnPi +
Oi

Pi
) (5.5)

where ( 1
Pi

exp Oi

Pi
) is the probability density of a single point in the solar oscillation

power spectrum (Anderson et al., 1990). The errors attributed to each fitting
parameter are given by the diagonal elements of the Hessian matrix.

In figures 5.7 & 5.8, the six fitted parameters are shown as a function of fre-
quency for two standard patches located at the central meridian at two latitudes,
0◦ and 52.5◦. The number of fitted modes in the high latitude patch is much
smaller than in the central patch because of foreshortening. I plotted the veloc-
ities ux and uy as a function of ν/` in order to have a rough idea on the profile
of the velocity flows in depth3. This shows that the extension in depth of the
inferred velocities depends on the number of fitted lines (number of radial orders
n). Hence, modes with n=0 (f-modes) contribute to the measured velocities for
the first few Mm only and modes with the highest n (n=5) contribute to the
inferred velocities until around 15 Mm. The use of large aperture patches enables

1Basu and Antia (1999) have shown that the velocity fields obtained by considering an
asymmetrical line profile are not substantially different from those obtained using a symmetrical
profile.

2Since ux and uy are directly related to the frequency shift, I will very often refer to them
as ’fitted shifts’ but one has to be aware that these are velocities (in m/s) and not frequencies.

3This is because the turning point of each mode is a function of ν/` (see chapter2).
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5. RING DIAGRAM ANALYSIS

us to fit higher order modes and hence allows to get deeper velocity profiles. For
instance, González-Hernández et al. (2006) have used large aperture patches of
30◦ × 30◦ and inferred horizontal velocities until about 26 Mm.

In this work, I am mainly interested in the ux and uy parameters, however, the
other mode parameters are also worth exploring, especially as the inferred modes
from ring diagram analysis are high degree modes and hence can provide valuable
additional information about the near-surface. Some work has been done, such
as that of Howe et al. (2004), where a long term variation of the high degree
mode parameters, amplitude and line width, derived from ring diagram analysis
of GONG and MDI data has been explored. In this study, the amplitude and
lifetime of the modes at maximum power (around 3mHz) appear to decrease at
locations of high magnetic field, whereas higher frequency modes ( around 5 mHz)
seem to have increasing amplitudes and lifetimes in the presence of magnetic field.

5.6 Inferring flows as a function of depth

The shifts (ux,uy) are given for different modes (n, `) that are trapped in different
cavities below the surface. It is then intuitive to think that it is possible to obtain
horizontal velocities as a function of depth. This problem is identical to that of
global helioseismology where rotational splittings are used to infer the rotation
velocity below the surface. In order to resolve such a problem, it is common to
define first the ’forward problem’ that gives, in our case, the relation between
frequency shifts (our observables) and the underlying flows (the quantity we are
looking for). Once the forward problem is defined, an inversion method can be
applied to define the underlying flows as a function of depth from frequency shifts.

Equations 2.19 and 2.20 define the ’forward problem’ which allows us to pre-
dict frequency shifts from a given profile of horizontal velocity flows. The problem
faced is that we can measure the frequency shifts but we do not know the profile
of the velocity flows with depth. Thus, our goal is to determine the velocity flows
from the fitted frequency shifts and knowing the sensitivity functions (K) de-
termined from a theoretical standard model of the Sun by inverting the integral
equations (2.20, 2.19).

Inversion

Several inversion techniques have been used in helioseismology to infer the dy-
namics and the structure of the inner layers of the sun (Christensen-Dalsgaard
et al., 1990; Thompson, 1998). Two methods have been implemented in the ring
diagram pipeline; the Regularized Least Square method (RLS) and the Opti-
mally Localized Averages (OLA). I will summarize them briefly in the following
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5.6 Inferring flows as a function of depth

Figure 5.7: Fitted parameters obtained from a standard dense-pack located at the central
disk (0◦,0◦). From right to left: The central frequency and the amplitude of the modes function
(upper panels), the line-width, and the background (middle panels) are given as a function of
frequency ν. The frequency shifts in x and y directions are given as a function of the ratio ν/`.
Color coding gives the radial order of the modes as shown in the upper left panel from n=0
(lower ridge) to n=6 (upper ridge).
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5. RING DIAGRAM ANALYSIS

Figure 5.8: Same as figure 5.7 but for a patch located at the central meridian with a central
latitude of 52.5◦.
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5.6 Inferring flows as a function of depth

and discuss the resulting horizontal flows.

Optimally localized averages

The basic idea of this method is to find, for each target radius r0, a set of coeffi-
cients ci such as:

K(r, r0) =
∑
i

ci(r0)βiKi(r) (5.6)

K is a unimodular function and is small everywhere except around r = r0. The
index i represents an eigenmode (n, `). Thus, by taking into account equations
2.19 and 2.20 one can write

vx,y(r0) =

∫ R

0

K(r, r0)vx,y(r)dr =
∑
i

ci(r0)

∫ R

0

βiKi(r)vx,y(r)dr =
∑
i

ci(r0)uix,y

(5.7)

vx,y(r0) is the average value of the velocity around r0 given by a linear combi-
nation of the data. The sharpness of the K(r, r0) function, known as ’averaging
kernel’, defines the resolution of the method, i.e. the range around r0 over which
the true profile is averaged. Kernels are subject to the constraint of unimodu-
larity. In the perfect case where vx,y(r0) would exactly correspond to vx,y(r0),
K(r, r0) is given by a Dirac distribution and the data are error-free. But, in
reality there is a compromise between the resolution (the width of the averaging
kernel) and the errors of the data. Hence, the OLA method uses a regularization
parameter to fix the trade-off between the error magnification and the resolution
of the kernels. One way to fix this parameter is to use the L-curves. In the case
of inverting velocity flows from standard patches, we found that the most appro-
priate regularization parameter is 0.02. This value is valid for a wide range of the
spatial size of the used patches (see figure 5.10). Examples of OLA kernels are
shown in figure 5.9 where the inversion has been performed from frequency shifts
obtained by fitting power spectra derived from data-cubes with different spatial
sizes. This figure shows that the sharpness of the kernel around the target depth
improves with increasing the size of the patch. This is due to the fact that the
number of observed modes increases with increasing the spatial extent which in
turn improves the resolution of the method.

Least squares with second derivative smoothing

Another way to get the solution (vx,y(r)) is to parameterize it. This is commonly
done by considering a piecewise constant function on a grid r1 < r2 < ... < rN +1,
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5. RING DIAGRAM ANALYSIS

where v(r) = vj on the interval [rj, rj+1] and vj are defined through a least-squares
fit to the data. Hence, one can consider the minimization of the following func-
tion:

∑
i

[
(uix,y −

∫ R

0
Ki(r)vx,y(r)dr)

σi
]2 + λ

∫
(
∂2vx,y(r)

∂r2
)2dr (5.8)

The second derivative in the second term of the LHS is the regularization term
used to smooth the solution. λ, dubbed smoothness parameter, is included as
the trade-off parameter, determining the balance between the resolution and the
uncertainties. In the ring diagram analysis of standard patches, this parameter is
fixed at 5. I also found that this parameter is optimal for a wide range of spatial
sizes of the used patches. The resolution kernels of the RLS method when applied
to invert velocity fields from frequency shifts is given for the several sizes of the
used tiles in figure 5.11. Also, the smaller the tile, the wider the kernel around
the targeted depth for the same reason mentioned above.

Figures 5.12 and 5.13 show averaged zonal and meridional flows over 8 days.
These have been obtained using OLA and RLS inversions of frequency shifts
derived from 1 day data-cubes of MDI Dopplergrams of a region with different
spatial extensions centered at −8.3◦ in latitude and 132◦ in Carrington longitude1.
The two methods provide us with similar velocity profiles. The OLA results
are seen to fluctuate more than the RLS results because OLA seeks locally the
solution.

On using sensitivity kernels derived from different standard
solar models

All the inversions that have been performed so far to infer velocity flows are based
on sensitivity kernels calculated using Model S (see chapter 4). In order to see
how the change in standard model ingredients included in the calculation of sensi-
tivity kernels might affect the inversion results, we used kernels and β coefficients
from other solar models, described in chapter 4, to invert shifts obtained from
fitting power spectra. For two standard patches located at the central merid-
ian at latitudes 0◦ and 15◦, the inferred zonal and meridional flows are shown
in figures 5.14 and 5.15. The outcome is that all the CESAM models lead to
nearly the same velocity flows as those inferred from Model S. Consequently, we
concluded that the measurements of the velocity flows from ring diagram analysis
are weakly sensitive to the parameters: age, opacity, equation of state, convec-
tion, heavy element surface abundances. However, since the high degree modes

1This data corresponds to the location of active region AR 9787. It is available for download
at http://www.mps.mpg.de/projects/seismo/NA4/DATA/data access.html
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5.6 Inferring flows as a function of depth

Figure 5.9: OLA Resolution kernels as a function of fractional radius derived from patches
with different spatial apertures. Colors give the size of the patch as mentioned in the panel.
Kernels derived from the smallest patch have the lowest peaks because they have the largest
width (unimodular kernels).
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Figure 5.10: Width of the averaging kernels as a function of errors, known as ’L-curves’,
derived from patches with different spatial apertures: 24◦ × 24◦ (top), 12◦ × 12◦ (bottom).
L-curves are common tools used in OLA inversion method to find the trade-off between the res-
olution of the method and the data uncertainties. Black lines are given for the same smoothness
parameter and red lines are the isodepth lines, depths are given inside the panels in fractional
radius. The dark black line corresponds to a smoothness parameter of a value of 0.02 showing
best choice for both spatial sizes.
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5.6 Inferring flows as a function of depth

Figure 5.11: RLS resolution kernels as a function of fractional radius derived from patches
with different spatial apertures. Colors give the size of the patch as mentioned in the panel.
Kernels derived from the smallest patch have the lowest peaks because they have the largest
width (unimodular kernels).
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5. RING DIAGRAM ANALYSIS

Figure 5.12: Averaged zonal flow over 8 days as a function of fractional radius for patches
with different spatial apertures derived from RLS inversion (top) and OLA inversion (bottom).
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5.6 Inferring flows as a function of depth

Figure 5.13: Same as figure 5.12 but for the meridional flow.
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-52.5 -45 -37.5 -30 -22.5 -15 -7.5 0 7.5 15 22.5 30 37.5 45 52.5

52.5 + + + + + + +
45 + + + + + + + + +

37.5 + + + + + + + + + + + + +
30 + + + + + + + + + + + + +

22.5 + + + + + + + + + + + + + + +
15 + + + + + + + + + + + + + + +
7.5 + + + + + + + + + + + + + + +
0.0 + + + + + + + + + + + + + + +

-7.5 + + + + + + + + + + + + + + +
-15 + + + + + + + + + + + + + + +

-22.5 + + + + + + + + + + + + + + +
-30 + + + + + + + + + + + + +

-37.5 + + + + + + + + + + + + +
-45 + + + + + + + + +

-52.5 + + + + + + +

Table 5.4: Dense pack matrix. The horizontal line indicates the central meridian distance of
the data-cube, 0 being the central meridian, its Carrington longitude is given by the ephemeris
value L0. The vertical line indicates the latitude, 0 being the equator.

are trapped near the surface and hence are more affected by the near-surface
modeling, it has been expected that the highest difference compared to Model S
would have been that given by Model S̃ where the outermost layers are modified
(see figure 4.1). Nonetheless, the differences between these two models are still
insignificant where zonal and meridional velocity differences do not exceed 2 m/s
with error bars up to 10 m/s. However, the effect of the near surface layers on the
oscillations increases with increasing the radial order of the mode (see figures 4.3
and 4.4). The HMI instrument aboard the upcoming SDO satellite will provide
better spatial resolution allowing us to include higher radial order modes in the
analysis. In this context it might become more important to test the influence of
our modeling of the outer most layers on the inferred subsurface velocities.

5.7 Inferring flows as a function of latitude and

longitude

In order to infer horizontal velocity flows as a function of latitude and longitude,
the analysis is applied to several data-cubes where the containing patches are
centered in several positions all over the solar disk. Following Haber et al. (2002),
the solar disk is divided into 189 patches with 15◦ aperture equally distributed
on both hemispheres and on east and west sides of the central meridian. The
data-cubes contain 1664 patches (i.e. minutes) where the reference slides are
distributed as shown in table 5.4. This table gives the central meridian distance
(CMD) and the latitude of the center of each patch of the mosaic. They are
separated by 7.5◦ in helio- latitude and longitude and therefore patches close to
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5.7 Inferring flows as a function of latitude and longitude

Figure 5.14: Zonal flow inferred from patches located at the central meridian for the men-
tioned latitudes measured using kernels calculated form: Model S̃(green), Model S (red) and
CS1, CS2, CS3, CS4 (all assembled in the black curve).
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Figure 5.15: Same as figure 5.14 but for the meridional flow.
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5.7 Inferring flows as a function of latitude and longitude

Figure 5.16: Power spectra in the (kx, ky)-plane derived from patches located outside the
dense-pack matrix. Left panel: patch located at latitude 52.5◦ and central meridian distance
52.5◦. Right panel: latitude 52.5◦ and central meridian distance −52.5◦.

the disk center are overlapped by 7.5◦ in each direction1. The reference image
(middle of the serie of 1664 images) is usually taken such that its central meridian
is located at a Carrington longitude as close as possible to a multiple of 15◦. This
distribution, that is called dense-pack matrix, has been chosen in order to avoid as
much as possible the foreshortened regions. In figure 5.16, I show power spectra
dramatically affected by foreshortening from two patches taken outside the dense-
pack matrix. Figure 5.17 shows the inferred velocities from each patch contained
in the dense-pack matrix, known as a daily flow map, but also from those outside
the dense-pack matrix. I highlighted (in red) the velocity measurements that
provide errors eight times higher than those inferred from the central patch.
Clearly, most of these velocities are those derived from the unused patches that
also provide over-estimated flows. Other daily flow maps of the dense-pack matrix
are given in figures 2 and 3 of PROCEEDINGS I for two different days at several
depths for standard patches and large aperture patches of 30◦.

The ring diagram pipeline uses a specific coding of the filenames attributed
to the heliographic positions (latitude and Carrington longitude) of each patch
in the matrix. This coding allows us to code all latitudes between ±52.5◦ with
a step of 7.5◦ and all Carrington rotations with a step of 0.5◦. I have extended
the coding of the latitudes to a resolution of 0.5◦ in order to be able to use
several mosaics. Indeed, Haber’s mosaic is not unique and it is of great interest
to take other data-cube geometries to test the sensitivity of the inferred averaging
flows to the considered mosaic. Also, a higher resolution in latitude will allow an

1Close to the disk center only because their extension is not defined in the latitude-longitude
grid but rather in the chosen projection (e.g. Postel) leading to more overlap as we go away
from disk center.
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automatic processing of the incoming HMI images where the resolution will allow
us to sub-divide the current standard patches in order to get a better spatial
resolution in the velocities.

Figure 5.17: Top panel: daily velocity map (2002.11.10) at depth 7.1 Mm given for all the
considered patches in the dense-pack matrix as well as for the removed data-cubes. Red arrows
are given for errors more than 8 times higher than the error obtained from the central patch.
Most of the red arrows correspond to the avoided patches. Bottom panel: same as top panel
for the velocity errors.
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Chapter 6

Sensitivity of the analysis to the
change in the geometric mapping

I have embarked on this geometric problem... trying
to throw light on different aspects each time. I
cannot imagine what my life would be like if this
problem had never occurred to me; one might say
that I am head over heels in love with it, and I still
don’t know why.

M. C. Escher

Abstract

The attribution of heliographic coordinates, latitude and Carrigton longitude, or
any coordinate associated to a given projection, to any point in a solar image is
known as ’remapping’. Because the acoustic waves propagate along great circles
at the solar surface, it has been shown that these circles need to be used in
the geometrical construction of the plane grid. In order to check how sensitive
the ring diagram analysis with respect to the different ways of mappings is, I
carried out different types of geometrical projections to remap the solar images.
Results from the use of different patch sizes and a selection criterion of the most
appropriate mapping for the ring diagram analysis are discussed in this chapter.
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6. SENSITIVITY OF THE ANALYSIS TO THE CHANGE IN THE
GEOMETRIC MAPPING

6.1 Goal of the study

As emphasized in the last chapter, geometric mapping of the solar images is a
crucial step in the ring diagram analysis. Indeed, mapping the solar images onto
projected coordinates has to be handled with lots of care since it can cause a nasty
artifact in the inferred velocities by adding distortions to the power spectrum in
addition to those effectively really due to the underlying flows. Hence, it is
of a great importance to know how sensitive the analysis is to the geometrical
mapping.

In order to study the sensitivity of the subsurface flow measurements to the
geometrical mappings, I have used several projections and compared the resulting
fitted shifts and inversion velocities. The remapping package of the ring pipeline
has been developed by Corbard et al. (2003). In this package, I have implemented
other projections using the mathematical expressions of the heliographic coordi-
nates (latitude, longitude) as a function of the projection coordinates given with
an extensive explanation in the PROCEEDINGS I page 107. These projections
are accomplished through some combinations of axis rotations of the original co-
ordinate system (heliographic coordinates).The geometrical projections mainly
used for Earth mapping are well documented (e.g. Yang et al., 2000) as well as
on the www1.

6.2 Mapping for ring diagram analysis

For local helioseismology analysis, the choice of the projection has to focus on
two aspects: First, it needs to insure equidistance because the Fourier transform
requires this property2. Second, acoustic waves follow the shortest way on the
sphere which is given along great circles. Nonetheless, when passing from a sphere
to the plane, distortions are unavoidable either in distances, areas, or angles. For
this study, I used projections that remap at least one of the planar directions onto
great circles in addition to the equidistance property. In the PROCEEDINGS
I, it has been shown from the use of several projections that the effect of the
mapping increases with increasing the size of the patch. In the following, I will
only focus on the standard size (15◦ × 15◦).

1http://mathworld.wolfram.com/topics/MapProjections.html
2In time, the equidistance is insured by the image time scale (1 min).
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6.2 Mapping for ring diagram analysis

6.2.1 Selection criterion

Since the distortion is unavoidable in one direction or another, one way to choose
an appropriate projection is to consider two projections that give at least an
accurate result in one of the two spatial directions. Hence, the best mapping
would be the one that gives results close to both components separately obtained
from the two projections. I have chosen these two key projections to be the
oblique cylindrical projection (described in the appendix A.1) and the Transverse
cylindrical projection. Indeed, the oblique cylindrical maps the y direction onto
great circles along which the distances are preserved but distances along the
x direction are distorted. Hence, this projection allows us to get meridional
flow measurements that are not affected by the projection effect. Whereas, the
transverse cylindrical has the advantage to map the x direction onto great circles
along which distances are preserved but the y direction suffers from distance
distortion. Hence, this projection allows us to get zonal flow measurements that
are not affected by the projection.

6.2.2 Flows as derived from different projections

By considering the two key cylindrical projections in addition to two other pro-
jections; the Postel and the gnomonic projection (both described in the PRO-
CEEDINGS I), I derived the meridional and zonal flows from standard patches
and averaged them over 7 days. The results are shown in figures 6.1 and 6.2 re-
spectively for the zonal flow and the meridional flow. The Postel, the Gonomonic
and the oblique cylindrical projections all appear to be good mappings to infer
the zonal flow since their corresponding results along the x direction are all similar
to the zonal flow obtained from the transverse cylindrical projection. This result
already allows us to choose the best projection candidate for our helioseismic
analysis to be the oblique cylindrical projection. Indeed, the oblique cylindrical
being the best projection for the y direction also provides us with velocities along
x that are similar to those of the transverse cylindrical. Nonetheless, it is also
interesting to investigate the meridional flow derived from the different projec-
tions since up to now, the transverse cylindrical has been the default projection
used to analyze GONG data and the Postel projection has been used by the MDI
dynamics program.

As shown in figure 6.2, the meridional flow appears to be more affected from
the use of these projections. Also, the difference between the velocities increases
with depth. This is most likely due to the fact that the shallowest layers involve
all modes, which might average out the effect of the projection. Whereas the
deepest layers involve a very limited range of modes (lowest `) hence the effect of
the projection might be more visible. By considering the meridional flow inferred
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from the use of the oblique cylindrical projection to be the best measurement,
the transverse cylindrical appears to bring us with underestimated meridional
flows, especially at the deepest layers where the effect of the mapping is more
pronounced. The meridional flows as inferred from the use of the Postel and the
gnomonic projections show less dramatic differences with the oblique cylindrical
projection.

6.3 Summary

In the presented study, several geometric mappings have been applied to the solar
images. These mappings have been chosen so that at least one of the coordinates
axis is remapped onto great circles through which acoustic waves propagate, be-
cause these circles provide the shortest way between two points. By applying
these mappings to two size patches (standard patches and 30◦ aperture patches),
it turned out that the sensitivity of the flow measurements increases with increas-
ing the probed area. In order to derive the most appropriate mapping for the ring
diagram analysis, I have taken two key projections separately providing accurate
estimates of one of the two components of the horizontal velocity. From the
transverse cylindrical projection, one can infer correct measurements of the zonal
flow. While the oblique cylindrical projection provides us with accurate measure-
ments of the meridional flow. Nonetheless, zonal flows derived from the use of the
oblique cylindrical appeared to be very similar to those derived from the use of
the transverse cylindrical. In conclusion, the oblique cylindrical projection shows
to be the best candidate from this study. Interestingly, the transverse cylindrical
appears to bring us with underestimated meridional flows. Whereas the Postel
and the gnomonic projections give more closer results to both transverse and
oblique cylindrical projections.
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6.3 Summary

Figure 6.1: Zonal flow averaged over 7 days as a function of latitude for depths: 3 Mm (top), 8
Mm (middle), 12 Mm (bottom) derived from standard patches using different map projections:
Oblique cylindrical (black), transverse cylindrical (magenta), Postel (green), gnomonic (red).
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Figure 6.2: Same as figure 6.1 but for the meridional flow.
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PROCEEDINGS I
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Comparison of geometrical mapping for ring
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tudes’.
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Abstract. Mapping the solar surface is a crucial step in any local helioseismology technique.
Because the acoustic waves propagate along great circles at the solar surface, it has been shown
that these circles need to be used in the geometrical construction of the plane grid. We study
different types of projections based on great circles for the calculation of sub-surface flows from
ring diagram analysis of GONG data. Azimuthal equidistant projection, transverse cylindrical
projection, gnomonic projection and stereographic projection produce almost the same velocity
fields with standard patch sizes (15◦×15◦). The difference between the four projections is more
noticeable when larger patches (30◦ × 30◦) are used.

1. Introduction
Local helioseismology analysis of high resolution Dopplergrams which are projected from the
spherical solar surface onto a plane requires careful projection mapping of the sphere, in order
to match heliographic coordinates (latitude and longitude) as precisely as possible with Cartesian
image coordinates. Care has to be taken to match the plane coordinate system with geodesics on
the solar surface, as acoustic waves propagate along them. A prominent method for detecting
sub-surface velocity fields is ring diagram analysis, where frequency shifts of maxima in the
three-dimensional power spectra of the Doppler signal within a limited area on the solar surface
are analyzed [1]. Within such an area, acoustic waves are treated as plane waves.

The local analysis requires an accurate determination of the heliographic position at each
position in the Dopplergram, and solar rotation needs to be corrected for. Two projection
algorithms which are based on great circles are used today. The remapping/tracking code of
GONG++ ring diagram analysis is based on the transverse cylindrical projection [2], whereas
in [3], ring diagram analysis of MDI data is based on the azimuthal equidistant projection, also
called Postel projection. As we show in this paper, many projections based on the great circle
principle can be used to map the solar surface. However, none of the existing projections is able
to avoid distance distortions in the two spatial directions of the plane map.

Different patch sizes have also been used in ring diagram analysis before. Whereas the
standard patch size is 15◦ × 15◦ [4], bigger patches (30◦ × 30◦) have been used in order to reach
deeper sub-surface layers [5]. In this work, we investigate four great circles based projections
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Figure 1. Geometrical maps obtained from the different projections studied here. Transverse
cylindrical (full lines), Azimuthal equidistant (dotted), Stereographic (dashed), Gnomonic
(dashed dotted). The left panel shows an area centered on the heliographic latitude θ0 = 20◦,
the right panel shows θ0 = 50◦. Red lines are lines with same longitudes and black lines are the
meridians. The two squares show the sizes of ring diagram analysis patches used here (15◦×15◦
and 30◦ × 30◦).

(transverse equidistant cylindrical, azimuthal equidistant, stereographic and gnomonic) within
areas of interest of various sizes. The daily velocity flows derived from each of these mappings,
based on ring diagram analysis of two days of GONG++ data (02/01/2002 and 28/01/2002),
are presented and compared.

2. Map projections
The most important criterion for selecting the appropriate mapping of the solar surface in
ring diagram analysis is the use of great circles [6]. We describe in this section some of the
projections that are generally based on great circles. The projections shown here are not the
only possibilities. There are many good references on constructing geometrical maps, which are
most frequently used to map the Earth; see for example [7].

All the described projections are presented for an arbitrary center of projection, defined by
its heliographic latitude and longitude, (θ0 , φ0). In the case of ring diagram analysis, this point
corresponds to the center of the considered patch. If the latitude of the center of projection
differs from zero, the projection is called “oblique”. However, since most of the projections
considered here are oblique we shall drop this term in the following to facilitate terminology.

2.1. Transverse cylindrical equidistant projection
The transverse cylindrical projection, also called Plate Carrée projection, is based on a cylinder
projection surface where the central meridian is the tangent line between the cylinder and the
sphere. The construction of this map can be done by rotating the original coordinate system,
expressed in the heliographic latitude and longitude (θ, φ), such that the X axis points toward
the center of the projection. In order to make the projection transverse, one needs to add a
rotation which leads to inverting the roles of the equator and the central meridian. Then, the
negative latitudes and the longitudes of the resulting coordinate system are taken as the X and
Y Cartesian coordinates of the map. Consequently, all the great circles that are perpendicular
to the central meridian at each point are mapped as horizontal lines, along which distances are
preserved. However, distances along the vertical lines are not preserved except along the local
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central meridian. The heliographic coordinates (θ, φ) as function of the Cartesian coordinates
of the map are derived from the transformation equations

θ = arcsin (cos X sin (Y + θ0)), (1)

φ = arcsin (
sin X

cos θ
) + φ0,

The plane grids which are generated from this projection when the center of projection is
located at two different latitudes are shown in figure 1. This projection, as well as any of the
other projections, produces a regular grid in a restricted central area of the solar disk where
heliographic and Cartesian coordinates match well.

2.2. Azimuthal equidistant projection
The azimuthal cylindrical projection, also known as Postel projection, is based on a plane
projection surface where the center of the projection is the tangent point between the sphere
and the plane. This map can be constructed by pointing the Z axis towards the center of the
projection. Then, the latitude and longitude of the resulting coordinate system are taken as the
polar coordinates r and θ of the projection grid. Consequently, all the lines passing through the
center of the projection in the map are great circles and distances are preserved along them.
However, neither the Y direction nor the X direction of the map represent a real distance on
the sphere. The heliographic coordinates (θ, φ) as function of the Cartesian coordinates of the
map are derived from the transformation equations

θ = arcsin (
Y

r
cos θ0 sin r + sin θ0cosr), (2)

φ = arcsin (
X

r

sin r

cos θ
) + φ0,

where r =
√

X2 + Y 2. The plane grid resulting from azimuthal equidistant projection is also
shown in figure 1 for two latitudes of the center point.

2.3. Gnomonic projection
The Gnomonic projection uses the same rotations as the azimuthal equidistant projection, as
the center of projection is also the pole of the resulting coordinate system. The Gnomonic
projection is a perspective projection that takes the image of each point of the sphere as it is
seen from the center of the sphere. In this projection, every line drawn in the resulting map is a
great circle. However, the distance between any two points on the map is bigger than their real
distance on the sphere, because of the perspective aspect. The heliographic coordinates (θ, φ)
as function of Cartesian coordinates are

θ = arcsin (
Y

r
cos θ0 cos r1 + sin θ0 sin r1), (3)

φ = arcsin (
X

r

cos r1

cos θ
) + φ0,

where r =
√

X2 + Y 2 and r1 = arctan(1/r). The Gnomonic projection map is almost the same
as the the transverse cylindrical and the azimuthal equidistant maps for regions with the size
of the standard patches. But the difference between the three projections becomes noticeable
when using bigger patches (see figure 1).
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2.4. Stereographic projection
The Stereographic projection is constructed in the same way as the azimuthal equidistant and the
gnomonic projection. Thus, the center of projection is taken at the pole of a spherical coordinate
system. The stereographic projection is a perspective projection that takes the image of each
point as it is seen from the opposite point of the center of projection. In this projection, any
straight line through the center of projection is a great circle. The heliographic coordinates
(θ, φ) as function of the Cartesian coordinates map are

θ = arcsin (
Y

r
cos θ0 sin r1 + sin θ0 cos r1), (4)

φ = arcsin (
X

r

sin r1

cos θ
) + φ0,

where r =
√

X2 + Y 2 and r1 = 2arctan(r/2). It is interesting to note that r1 tends toward
r when r is small enough, which transforms the equations of the stereographic projection into
those for the azimuthal equidistant projection. This similarity is clearly shown in figure 1 where
the stereographic map overlays the azimuthal equidistant map, as we are treating small domains.

3. Application of the ring diagram analysis
We have applied ring diagram analysis to 3D data cubes corresponding to about 27 hours
(1664 min) in time and to different field sizes. The starting point is an equidistant (X,Y) grid.
A projection transformation is applied to each point of the grid, resulting in a heliographic
coordinate, which in turn is used to find the corresponding position in the Doppler map by
taking into account the apparent semi diameter and the solar inclination toward the Earth (B0

angle). These positions are followed in time by compensating for the differential solar rotation.
This remapping/tracking part of the technique is described in [2].

We have used all projections described above to calculate two daily flow maps at 189 positions
of the solar surface, using GONG data from 02/01/2002 and 28/01/2002. The results have
been obtained using a customized GONG++ ring diagram pipeline. We have applied the four
projections with the standard patch size (15◦×15◦) and with patches which are four times bigger
(30◦ × 30◦). The results are presented in figures 2 and 3.

4. Discussion and Conclusions
Figure 2 presents the velocity field for two different days and three different depths for the
four studied projections using the standard (15◦ × 15◦) patch sizes. The difference between
the projections are most prominent close to the limb, where the flow errors are quite large due
to foreshortening. Deeper layers show the most prominent differences in the flows. However,
ring diagram analysis is not very efficient at deep layers as low degree modes are not well
enough identified because of the small size of the patches. Also, surface layers are suffering
from bad estimations of the inversion kernels, which makes the errors significant in these layers.
Moreover, most of the differences between the flows that are calculated using the four considered
projections are due to both the accuracy of the technique and the observations. This result has
been expected as all the projections result in nearly the same geometrical map within an area
of the size of the standard patches (see figure 1), and are all based on great circles.

Figure 3 shows the velocity field for the two days and the three depths for the four studied
projections when using the larger (30◦ × 30◦) patch sizes. In this case, the differences between
the projections are more significant than those for the standard patch size. However, the results
are smoother because the treated area is bigger. The differences at the limb, the surface and
the deep layers are mainly due to the same errors, as mentioned above for the standard patches.
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Figure 2. Daily flow maps constructed for two different days and three different depths by ring
diagram analysis of 15◦×15◦ patches. The different colors correspond to the following mappings:
transverse equidistant cylindrical (red), azimuthal equidistant and stereographic (green and blue,
overlayed), gnomonic (black).
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Figure 3. Same as figure 2 for 30◦ × 30◦ patches.
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Moreover, the deviations observed with big patches may be due to the fact that the ring diagram
technique uses a plane wave approximation, which is only valid for areas of limited size. In
addition to these technical errors, the gnomonic projection seems to deviate most significantly
in comparison to the other projections. This could be due to the fact that there is a stronger
difference of this map compared to the others when the big patch size is considered (see figure 1).
Indeed, the gnomonic projection produces relative distance distortions in the two directions as
large as 6.75% in the limit of 30◦× 30◦ patches, whereas the maximum of the relative distortion
for small patches is about 1.73%.

As a conclusion, the azimuthal equidistant, the cylindrical transverse, the stereographic and
the gnomonic projections produce very similar results for the horizontal flows when applied to
map areas with the standard size of ring diagram analysis patches. A bigger area results in more
prominent differences, especially for the gnomonic projection.
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Chapter 7

Long term variations of
horizontal flows

I always had to wait for time to finish writing down
the epilogue of what really matters.

T. Maref

Abstract

Ring diagram analysis provides us with daily flow maps at different depths. Nowa-
days, computational facilities allow us to process a large amount of data in a
relatively short time. Hence, the study of the temporal variation of the horizon-
tal sub-surface flows can be performed from a wide set of daily flow maps. The
synoptic view in latitude and longitude for different depths is a very practical
way to study the behavior of the flows as resolved in the sub-photospheric layers,
except for the very high latitude regions. From synoptic maps of horizontal flows,
I studied their north-south asymmetry and their relation to the magnetic activity
in time. Nonetheless, many artifacts in the long term data need to be understood
in order to correctly interpret the behavior of the flows in time.
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7. LONG TERM VARIATIONS OF HORIZONTAL FLOWS

L0

1st day 307.5 315 322.5 330 337.5 345 352.5 0 7.5 15 22.5 30 37.5 45 52.5
2nd day 292.5 300 307.5 315 322.5 330 337.5 345 352.5 0 7.5 15 22.5 30 37.5
3rd day 277.5 285 292.5 300 307.5 315 322.5 330 337.5 345 352.5 0 7.5 15 22.5
4th day 262.5 270 277.5 285 292.5 300 307.5 315 322.5 330 337.5 345 352.5 0 7.5
5st day 247.5 255 262.5 270 277.5 285 292.5 300 307.5 315 322.5 330 337.5 345 352.5
6nd day 232.5 240 247.5 255 262.5 270 277.5 285 292.5 300 307.5 315 322.5 330 337.5
7rd day 217.5 225 232.5 240 247.5 255 262.5 270 277.5 285 292.5 300 307.5 315 322.5
8th day 202.5 210 217.5 225 232.5 240 247.5 255 262.5 270 277.5 285 292.5 300 307.5

Table 7.1: Carrington longitudes of the equatorial patches of the dense-pack matrix shown
for eight consecutive days, where the Carrington rotation of the central meridian of the first
day is L0 = 0. One Carrington longitude multiple of 15 (one not multiple of 15) is highlighted
in green (red) in order to show the number of its appearances in the dense-pack matrix.

7.1 Synoptic horizontal flow maps

A synoptic view of horizontal flows in an extent of one Carrington rotation
displaying flows as a function of Carrington longitude [0◦,360◦[ and latitude
[−52.5◦,52.5◦] at several depths, is a very instructive way to explore their tempo-
ral and spatial variations. In order to construct a synoptic horizontal flow map1

one needs daily flow maps of about 32 dense-pack days2. Since a patch with the
same Carrington rotation appears several times on the disk (more precisely, in
the dense-pack matrix), one needs to locate this patch in the consecutive daily
flow maps and average the corresponding flows. Depending on the position of the
patch in the dense-pack matrix, it can be often seen differently for a sequence
of daily flow maps. An example of such a case is given in table 7.1 where all
the patches on the equator are entered with their Carrington longitude. Since
L0 is always taken as multiples of 15◦ in the dense-pack matrix, it appears that
patches with Carrington longitudes multiples of 15◦ are seen 7 times before they
leave the dense-pack matrix whereas Carrington longitudes that are not multi-
ples of 15◦ will appear 8 times. In this way and since the dense-pack matrix
reduces the number of patches in longitude with increasing latitude, one can also
see that patches at ±52.5◦ of latitude will appear either 3 or 4 times depending
on their Carrington longitudes. While averaging flows with the same Carrington
longitude, it is important to take into account the fact that patches get more
and more resolved as they approach the central meridian. This can be done by
considering a cosine to the fourth function of the central meridian distance in

1Since the Carrington longitude decreases as time increases, synoptic flows have to be seen
from right to left.

2Since a Carrington rotation starts where L0 = 0, the last patches of the Carrington rotation
need to be observed additionally in the first daily flow maps of the following Carrington rotation
in order to be correctly averaged. Hence, the construction of a synoptic flow map needs to
include daily flow maps of more than 1 Carringon rotation.
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7.1 Synoptic horizontal flow maps

order to reduce the weighting of flows inferred from patches located close to the
solar limb (Komm et al., 2004).

Another interesting way to see the synoptic behavior of these flows is to sub-
tract the overall large scale component of the meridional and the zonal flow in
order to be able to focus on flows around and below active regions. I construct
synoptic residual flow maps by following Komm et al. (2004) where the average of
the meridional flow is considered to be approximately given by the derivatives in
latitude of the first two even Legendre polynomials. The large scale component
of the zonal flow is removed by subtracting a low-order polynomial fit in latitude
of the longitudinal average. I plotted in figures 7.1, 7.2, 7.3 a synoptic horizontal
flow map and its corresponding residual flow map for Carrington rotation 1997,
where the synoptic magnetic map of the same time is shown in the background.
The longitudinal component is seen to increase with depth, which is reflecting
a mainly negative rotational gradient in the sub-surface layers. The behavior of
this radial gradient of angular velocity is studied in more detail in chapter 8. The
displayed Carrington rotation corresponds to the end of 2002, which is part of the
high activity period associated with the declining phase of solar cycle 23, that is
why, several active regions are seen in the synoptic magnetic map. In the residual
maps, flows appear to converge towards active regions. These residual maps will
not be part of the presented study, however, interesting long-term investigations
related to these maps have been handled so far to closely explore the relationship
between the sub-surface flows and active regions (e.g. Komm et al., 2008, 2009).

The synoptic flow maps shown and residual maps have been produced using
an IDL package that I wrote for the specific case of the GONG daily horizon-
tal velocity measurements produced for the dense-pack matrix. The package is
available online on the HElio- and ASteroseismology European network (HELAS)
local helioseismology website and a brief readme file for the installation and the
utilization of this package is given in Appendix B. This package also allows to
obtain synoptic maps of the flow divergence and vorticity and the vertical veloc-
ity. In appendix B, I show results of these fluid descriptors and briefly discuss
vertical velocities obtained from the divergence of the flow and different density
profiles, assuming mass conservation.
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7. LONG TERM VARIATIONS OF HORIZONTAL FLOWS

Figure 7.1: Upper panel: Synoptic flow map of Carrington rotation 1997 taken at depth 4
Mm. Lower panel: Same as upper panel but for flow residuals.
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7.1 Synoptic horizontal flow maps

Figure 7.2: Same as figure 7.1 but for depth of 8 Mm.
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7. LONG TERM VARIATIONS OF HORIZONTAL FLOWS

Figure 7.3: Same as figure 7.1 but for depth 12 Mm.
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7.2 Long term variation of the horizontal flows

Figure 7.4: Contour plot in time (Carrington rotation number) and latitude (degree) of the
unsigned magnetic field in Gauss, averaged over 15◦ × 15◦ bins by considering the dense-pack
mosaic. Contours are given for values extending from 10 G to 100 G. The plot shows a butterfly
like shape with a more active southern hemisphere than the northern hemisphere. At maximum
activity, the southern magnetic activity was extended over a wider latitudinal range than the
northern activity. Also, at cycle minimum, the activity was predominantly southern.

7.2 Long term variation of the horizontal flows

Ring diagram analysis of the continuous GONG data (July 2001 – July 2008)
provides us with a set of velocity flows down to 16 Mm defined at all Carrington
longitudes and latitudes up to 52.5◦ for the two hemispheres, covering almost the
whole declining phase of solar cycle 23. This is an unprecedented set of data
allowing to study the behavior of the flows in the time-scale of a solar cycle.
Hence, these flows can be compared to the observed magnetic activity in the
attempt to understand the relationship between the dynamics of the Sun and
the origin of the solar cycle. In this part, I will summarize my results on the
investigation of long term variations of the zonal flow as well as rotation and the
meridional flow. One of the most important aspects that attracted my attention
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7. LONG TERM VARIATIONS OF HORIZONTAL FLOWS

Figure 7.5: Variation of the B0-angle, the P-angle and the apparent emi diameter over the
year.

is the investigation of the North-South asymmetries of the flows which turned out
to follow that of the magnetic activity with a more active southern hemisphere
during the studied period than the northern one (see figure 7.4).

Another issue that has imposed itself during the analysis of long-term vari-
ations are systematic effects in the measured flows. Indeed, we are analyzing
images that are a plane projection of the visible face of the spherical Sun. More-
over, we observe these images from a moving point (Earth, spacecraft) with an
elliptical orbit and a changing rotation axis over the year. All these effects may
lead to artifacts in our interpretation of the observed image and have to be fil-
tered out in order to get real solar variations. The variation over time of some
important sources of systematic errors such as the B0-angle, the apparent semi-
diameter, and the P-angle are given in figure 7.5. For instance, errors on the
application of the P-angle cause the appearance of a strong circular flow on the
solar surface, the so called washing machine effect, in the daily flow maps. this
effect has been found in the early daily flows obtained from GONG data, af-
terwich the P-angle has been corrected (González-Hernández, 2003). The other
systematic effects will be discussed in the following sections.

7.2.1 Meridional circulation

The long term variation of the meridional flow has been studied first for 44 Car-
rington rotations (CR: 1979 – 2022, July 2001 – October 2004)1 which corresponds
to the maximum activity period of the declining phase of solar cycle 23. Results
from this set of data are given in the Article III at the end of the chapter. More-

1The start and end dates of each Carrington rotation can be found at:
http://soi.stanford.edu/magnetic/cr table.html
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7.2 Long term variation of the horizontal flows

Figure 7.6: Meridional flow averaged over one Carrington rotation (CR= 2042) as a function
of latitude at several depths. Color coding of the depth is given inside the panel. The dashed
line shows the zero level.
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7. LONG TERM VARIATIONS OF HORIZONTAL FLOWS

over, since we have now more coverage of the declining phase of solar cycle 23
from GONG, I have extended this study to a period of 93 Carringon rotations
(CR: 1979 – 2071 , July 2001 – July 2008). This period covers about 65% of a
typical 11-year cycle, however, solar cycle 23 has a long solar minimum extending
the cycle over more than 11 years. In order to see the behavior of the flows at
maximum and minimum activity, I subdivided this period to two main periods.
The first period, to which I will refer to as a maximum activity period is roughly
that corresponding to the period described in Article III (CR: 1979 – 2024) and
the second period will be the minimum activity period (CR: 2025 – 2071). Even
though, the second period does not only include the minimum activity period, it
covers most of it where the international sunspot number did not go above 10 on
average. The distribution of magnetic field in latitude during these two periods
is shown in figure 7.4. In the following, I will summarize the most prominent
behavior of the meridional flow during these two periods.

Overall behavior of the meridional circulation in latitude and depth

Before starting to describe the long term behavior of the meridional flow, it is
worth studying first its common behavior over a period of one Carrington rotation
only. This is given in figure 7.6 for Carrington rotation 2042. The meridional
circulation is poleward in both hemispheres, it mostly vanishes at the equator
and reaches its maximum values at the highest latitudes which does not exceed
30 m/s. A slight variation of the flow amplitude is observed between the surface
and the deepest layers. Also, the variation of the flow is not linear in latitude
but reveals little bumps at around ±20◦. These bumps appear to be more pro-
nounced for periods with high activity. González Hernández et al. (2008) reported
a study on the nature of these bumps suggesting that they might be related to the
magnetic activity. Their analysis consisted in subtracting areas containing active
regions and averaging the flows only for the residual quiet Sun regions. They
found out that even with the most drastic subtraction of the magnetic regions,
bumps still appear in the averaged meridional flow and arrived at the supposition
of the existence of a global pattern or longitudinally-located organized flows.

B0-angle effect in the temporal variation of the meridional flow

The variation of the meridional flow over seven years (93 CRs) of the declin-
ing phase of solar cycle 23 is given for selected depths and latitudes in figure 7.7
for the northern and southern hemispheres. The most prominent behavior of the
meridional flow is probably the one year periodicity at high latitudes close to the
surface. We found that this periodicity is well correlated with the variation of
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7.2 Long term variation of the horizontal flows

the solar inclination toward the Earth (B0-angle) which is also shown in the same
figure at the top panels and a linear fit of the flows with B0-angle is given in each
panel, showing the high correlation of the one year periodicity of the flows with
the B0-angle annual variation. After removing the B0-angle effect by subtracting
the fit of a linear regression between the meridional flow and the B0-angle vari-
ation, the one-year periodicity disappeared as shown in figure 5 of article III for
the first maximum period. Nonetheless, for this period, the correlation between
the B0-angle and the meridional flow is also shown to be above the significance
level at low to mid- latitudes in a wide depth range (see figure 7.8). Surprisingly,
the correlation between B0-angle and the meridional flow at low to mid-latitudes
completely disappears in the minimum period as it is shown in figure 7.9. This
supposes that the correlation between the yearly signal and the flows at these
latitudes is not due to a systematic effect of the B0-angle but might be a real
variation of the meridional flow at this period, most likely related to the mag-
netic activity. This might endorse González Hernández et al. (2008) conjecture
on the existence of a longitudinal dependence of the meridional flow which might
be related to the active longitudes that are well known preferred longitudes for
the appearance of sunspots (e.g. Berdyugina and Usoskin, 2003).

Also detected is a sign reversal of the meridional flow at high latitudes of the
shallowest layers (see figure 1 of article II, panel [52.5◦,0.6 Mm]) suggesting the
existence of a counter cell that persists after correcting for the systematic effect
due to the B0-angle variation in time. It is hard to tell whether this counter cell
is a real effect or whether it is due to another neglected systematic effect. Beckers
(2007) criticized our way of removing the B0-angle effect from the data, endorsing
the fact that this systematic effect has to be combined with the foreshortening
effect. His correction led to the removal of the counter flow close to the surface
at high latitudes.

We have also studied the correlation between the meridional flow over time and
the annual variation of the semi-diameter which is out of phase with the B0-angle
by four Carrington rotations (see figure 7.5). The sidereal-synodic correction also
changes with time and might systematically affect the measurements, however,
since it is in phase with the variation of the semi diameter, it was sufficient to
use only one of them. By repeating the same correlation study as the one with
the B0-angle, we show that the semi-diameter does not affect significantly the
temporal variation of the meridional flow.

Acceleration of the meridional flow

Another behavior of the meridional flow detected from its temporal variation,
shown in figure 7.7, is the acceleration of the flow that appears at mid- to high
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latitudes (see for instance the panel [37.5◦,2 Mm] of figure 7.7). This acceleration
does not continue until the end of the period studied but rather vanishes at the
end of the minimum activity period. The amplitude of the meridional flow at
minimimum activity period stabilizes around the highest value in the considered
range of time (more than 20 m/s poleward). To get a precise picture of the
variation of this acceleration with depth and latitude, I plot it for the maximum
activity period in figure 7.10 and for the minimum activity period in figure 7.11.
The meridional acceleration at maximum activity period reaches its strongest
value mostly at latitudes higher than 20◦ north and south and appears to be
higher in the southern hemisphere where the whole range of latitudes is subject
to this acceleration than in the northern hemisphere. This strong acceleration
is also limited in depth. On the other hand, the meridional flow shows a decel-
eration with time at latitudes lower than 20◦ in both hemispheres, particularly,
a strong deceleration of the flow close to the surface is detected in the northern
hemisphere. At low activity period, a deceleration of the meridional flow in both
hemispheres is observed at high latitudes whereas the flow accelerates around 30◦

latitude range, north and south. This latitude range is particularly interesting
since it conrresponds to the first sunspot locations at the beginning of a solar
cycle. In summary, the meridional flow shows a fast migration towards the pole
at maximum activity and slow migration towards the pole at minimum activity
which might be a long term characteristic of the solar dynamo.

North-south asymmetry of the meridional flow

The subsurface meridional flow down to 16 Mm is not symmetric about the equa-
tor and its north-south asymmetry varies with activity. Figures 7.12 and 7.13
show the difference between poleward northern and southern meridional flows at
the dense-pack latitudes for the minimum and maximum activity periods. During
the minimum activity period, the poleward southern meridional flow is stronger
than the northern flow at all latitudes and depths, except around latitude 20◦

close to the surface. This north-south asymmetry increases in the first 5 Mm
below the surface whereas deeper layers show a weak north-south asymmetry
variation except at the highest latitudes. The predominant southern meridional
flow is in concordance with the strong excess of the magnetic field at mid to
low latitudes in the southern hemisphere (see figure 7.4). The maximum activity
period shows a varying north-south predominance of the meridional flow with
latitude and depth. At latitudes poleward of 40◦, the meridional flow is stronger
in the northern hemisphere at shallower depths and larger in the southern one
at greater depths. At latitudes equatorward of 25◦, the poleward meridional flow
has a larger amplitude in the southern hemisphere except close to the surface

128



7.2 Long term variation of the horizontal flows

as shown at depth 0.6 Mm in figure 9 of article III. These low latitudes with
the largest excess of poleward flow in the southern hemisphere also coincide with
those of the largest excess of magnetic flux in the southern hemisphere (see figure
9 of article III).

7.2.2 Zonal flows and rotation

The zonal flow is the residual of the rotation after removing a fixed amount of the
east-west flow by tracking the dense-pack patches at different latitudes. Figure
7.14 shows the averaged sub-photospheric zonal flow over one Carrington rotation.
The east-west residual flow increases with depth reflecting a negative rotational
gradient below the surface. At high latitudes, this gradient decreases considerably
and vanishes when extrapolating to higher latitudes, which would also suggest
a sign reversal of the gradient. This overall behavior of the rotational radial
gradient is presented in detail through a long-term study of 7 years of GONG data
in chapter 8. Also where figure 7.14 shows a clear north-south asymmetry, where
the zonal flow at symmetric latitudes about the equator is southern dominant.
These behaviors shown over one Carrington rotation average of the zonal flow
last for the whole declining phase of solar cycle 23 and are shown for the first half
of this period in figures 6 and 11 of article III. The search for systematic errors on
the zonal flow measurements through a correlation study between the B0-angle
and the temporal variation of the zonal flow has shown that the flow is weakly
affected by the B0 annual variation (see the correlation coefficients in figure 3 of
article III).

Regarding the well known difference between the quiet Sun rotation and the
active regions rotation - active regions rotating faster than the quiet Sun -, I car-
ried out a study on a comparison between the rotation recovered from adding the
tracking coefficients to the zonal flow at a given latitude, and that corresponding
to the bright coronal structures. These structures are the most profuse features
of the corona and are observed in a wide range of latitudes, extending beyond the
activity belt and can still be observed at low activity periods of the cycle. These
features are tracked in the SOHO Extreme Ultraviolet Imaging Telescope (EIT)
images in order to measure the rotation of the corona. Results from this study
are given in the next paragraph.
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Figure 7.7: Averaged meridional flow over longitude as a function of Carrington rotation
number (CR: 1979 – 2071, July 2001 – July 2008) for a given latitude and depth in the northern
(black) and southern hemisphere (grey). From left to right 52.5◦, 37.5◦, 22.5◦, 7.5◦, and from
top to bottom 1 Mm, 2 Mm, 6 Mm, 12 Mm. The B0-angle variation (in degrees) is indicated as
dot-dashed line in the top row (shifted by 30 m/s in the y direction). Thin solid lines represent
linear fits of the B0-angle to the flows. Positive (negative) values indicate flows to the North
(South). The yearly periodicity of the flow at high latitudes (first left panel) is well correlated
with the B0-angle. The acceleration of the flows appears to be well pronounced for instance
in the panel [37.5◦,2 Mm] where the meridional circulation reaches its maximum at minimum
cycle and keeps this high value for the rest of the studied period.
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Figure 7.8: Correlation coefficient between the annual variation of the B0-angle and the
temporal variation of the meridional flow for the maximum activity period (CR: 1979 – 2024)
as a function of depth and latitude. The grey areas indicate values greater than the 99.9%
significance level represented by thick solid contour lines (of 0.49). Solid (dashed) contour lines
indicate positive (negative) correlations (0.1, 0.3, 0.6, 0.7, 0.8, 0.9).

Figure 7.9: Same as figure 7.8 but for the minimum period (CR: 2025 – 2071).
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Figure 7.10: Acceleration of the meridional flow in m/s per Carrigton rotation during the
maximum activity period (CR: 1979 – 2024) as a function of latitude and depth. Contours are
given for acceleration -0.2 m/s/CR, -0.15 m/s/CR, 0.15 m/s/CR, 0.20 m/s/CR. The negative
(positive) acceleration in the southern (northern) hemispheres indicates an increasing velocity
with time. The positive (negative) acceleration in the southern (northern) hemispheres indicates
a decreasing flow with time.

Figure 7.11: Same as figure 7.10 but for the minimum activity period (CR: 2025 – 2072).
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7.2 Long term variation of the horizontal flows

Figure 7.12: Difference between the northern and the unsigned southern meridional flow
at maximum activity period as a function of latitude at depths: 1 Mm (full), 2 Mm (dotted),
6 Mm (dashed), 12 Mm (dashed-dotted). The dark thick line shows the zero level. Negative
(positive) values stand for a higher (lower) poleward southern flow than the northern flow.

Figure 7.13: Same as figure 7.12 but for the minimum activity period.
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Figure 7.14: Zonal flow averaged over one Carrington rotation (CR= 2024) as a function of
latitude at several depths. Color coding of the depth is given inside the panel.
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7.3 Summary

Comparison between the sub-photospheric and coronal rotations

In article IV given at the end of the current chapter, I present a study on the
comparison between angular velocities of sub-photospheric and bright point coro-
nal structures (SBCS) during the declining phase of solar cycle 23 (August 2001
– December 2006). The sub-photospheric rotation is derived from ring diagram
analysis whereas the SBCS were tracked in EIT images in order to infer the solar
coronal rotation. The outcome is that the SBCS rotate faster than the shallowest
layer considered in this study (3 Mm) by about 0.5◦ per day. We also inferred
the acceleration of the two rotations and saw that SBCS do show an acceleration
during the studied period up to 0.005◦ per month with a maximum acceleration
reached at minimum activity period (see figure 2 in article IV). However, the sub-
photospheric angular velocity does not show such a significant temporal variation
except a slight acceleration at high latitudes which corresponds to the torsional
oscillation signal during the period 2001 – 2006. This slight difference can be
seen through the two arms of the faster than average rotating regions over time
in figure 1.5. Coronal activity has also been studied in relation to the torsional
oscillation pattern from observations of Fe XIV coronal emission features where
it was pointed out that the two phenomena have similar time-latitude properties
(Altrock et al., 2008).

We have also performed a north-south study for two periods of the studied
epoch and saw again a faster rotating southern hemisphere through the SBCS
rotation. This behavior is valid regardless of which hemisphere is more active in
terms of SBCS affluence (see figure 3 of article IV). The north-south asymmetry
of the sub-photospheric layers increases with depth and behaves differently from
the SBCS asymmetry during the first and second half period of the studied epoch
of the declining phase of solar cycle 23 (see figure 4 of article IV). When the north-
south asymmetry of the rotation velocity is lower than its temporal average for the
subsurface layers, it is higher for the SBCS and vice-versa. All the cited findings
on the relationship between coronal activity and sub-surface dynamics may place
observational constraints on dynamo models and the interference between the
photospheric layers and the corona.

7.3 Summary

In this section, I am summarizing the results of my studies on the long term
variations of the horizontal flows inside the Sun, which were inferred from ring
diagram analysis of GONG data for the declining phase of solar cycle 23. I
obtained the results by assembling the dense-pack daily flow maps onto synoptic
maps of sub-photospheric horizontal flows as a function of latitudes (up to 52.5◦
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north and south) and Carrington longitudes for depths down to about 16 Mm.
These results might be crucial observational constraints for the solar dynamo
models aiming to understand the complex mechanism of the magnetic solar cycle.

• The meridional flow shows an acceleration up to 0.2 m/s per Carrington
rotation at latitudes poleward of 20◦ at the maximum activity period of
the declining phase of solar cycle 23, with a maximum acceleration close to
the surface. This acceleration vanishes at the low activity period for most
of the high latitudes range keeping the meridional flow with its strongest
amplitude until the end of the studied epoch (July 2001 – July 2008). At
the end of the cycle, the maximum meridional acceleration becomes con-
centrated around 20◦ north and south. Unlike meridional circulation, the
zonal flow does not show significant temporal variations during the studied
period except for a torsional oscillations like behavior.

• A yearly periodicity of the poleward meridional flow at high latitudes close
to the surface has been attributed to a systematic effect due to the annual
variation of the B0-angle. Removing the linear regression of the meridional
flow with B0 from the signal cancels this periodicity. Nonetheless, annual
variations on the semi- diameter, as well as the synodic sidereal correction,
slightly affect the horizontal measurements.

• The north-south asymmetry of the meridional and zonal flows are predom-
inantly southern with some northern dominances at high activity periods.
The magnetic field during the declining phase of solar cycle 23 is also south-
ern dominant. The north-south asymmetry increases with depth at the min-
imum activity period for the meridional flow and for most of the studied
period for the zonal flow.

• The sub-photospheric rotation is lower than those of the coronal active
regions as it is the case for most of the magnetic active regions rotating
faster than the quiet Sun. A difference of about 0.5◦ per day has been found
between the angular velocity of the bright coronal structures and that of
the sub-surface layer at a depth of 3 Mm. These coronal features show an
acceleration during the last phase of solar cycle 23 and have also a southern
dominant rotation with a differently behaving north-south asymmetry when
compared to the sub-photospheric rotation asymmetry. At latitudes where
the north-south asymmetry of the angular velocity increases (decreases)
with activity for the SBCS, it decreases (increases) for sub-photospheric
layers.
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National Solar Observatory, 950 N. Cherry Ave., Tucson, AZ 85719, U.S.A.

(e-mail: rkomm@nso.edu)

and

T. CORBARD
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Abstract. We study the North – South asymmetry of zonal and meridional components of horizontal,

solar subsurface flows during the years 2001 – 2004, which cover the declining phase of solar cycle 23.

We measure the horizontal flows from the near-surface layers to 16 Mm depth by analyzing 44

consecutive Carrington rotations of Global Oscillation Network Group (GONG) Doppler images

with a ring-diagram analysis technique. The meridional flow and the errors of both flow components

show an annual variation related to the B0-angle variation, while the zonal flow is less affected by

the B0-angle variation. After correcting for this effect, the meridional flow is mainly poleward but it

shows a counter cell close to the surface at high latitudes in both hemispheres. During the declining

phase of the solar cycle, the meridional flow mainly increases with time at latitudes poleward of about

20◦, while it mainly decreases at more equatorward latitudes. The temporal variation of the zonal flow

in both hemispheres is significantly correlated at latitudes less than about 20◦. The zonal flow is larger

in the southern hemisphere than the northern one, and this North – South asymmetry increases with

depth. Details of the North – South asymmetry of zonal and meridional flow reflect the North – South

asymmetry of the magnetic flux. The North – South asymmetries of the flows show hints of a variation

with the solar cycle.

1. Introduction

We study the zonal and meridional flow in shallow solar subsurface layers: their
temporal variability and North – South asymmetry during the declining phase of
the solar cycle. For this purpose, we analyze 44 consecutive Carrington rotations
of Global Oscillation Network Group (GONG) Doppler images using the GONG
ring-diagram analysis pipeline.

Large-scale zonal and meridional flows play an important role in solar dynamo
theory (e.g., Charbonneau, 2005). For example, the transport of magnetic flux by the
meridional flow is a key ingredient in some dynamo models (Dikpati and Gilman,



228 A. ZAATRI ET AL.

2001; Nandy and Choudhuri, 2002). The North – South asymmetry of the merid-
ional flow can cause the polar field in one hemisphere to reverse before the polar
field in the other (Dikpati et al., 2004).

Long-term meridional and zonal-flow variability in subsurface layers have been
studied using different methods of local helioseismology and different data sets.
Zhao and Kosovichev (2004) analyzed Michelson Doppler Imager (MDI) Dynam-
ics Program data with the time-distance method to study the solar-cycle variation
of the zonal flow, the so-called torsional oscillation pattern, and the variation of the
meridional flow. Haber et al. (2002) studied the long-term variation of the zonal
and the meridional flow applying the ring-diagram technique to MDI Dynamics
Program data. Chou and Dai (2001) and Chou and Ladenkov (2005) applied the
time-distance technique to Taiwan Oscillation Network (TON) data to study the
meridional flow during the rising and declining phase of the solar cycle. In addition
to an essentially-poleward meridional flow, these studies find that the meridional
flow converges toward the mean latitude of magnetic activity at depths less than
about ten Mm and that it diverges at greater depth. Chou and Ladenkov (2005)
find that the amplitude of the divergent flow increases with depth to about 90% of
the solar radius and then decreases with depth at least down to about 80% of the
radius. Basu and Antia (2003) found changes related to solar activity in the North –
South asymmetries of horizontal flows derived from nine Carrington rotations of
MDI data covering the rising phase of solar cycle 23. In particular, the antisym-
metric component of the meridional flow decreases in amplitude with increasing
activity.

The goal of this paper is to study the zonal and meridional flow variability
during the declining phase of the solar cycle 23 from mid-2001 to end-2004 with
a standard ring-diagram analysis of high-resolution GONG data. However, this is
a rather “boring” epoch as far as large-scale flows are concerned since the mean
latitude of magnetic activity (about 15◦) changes little during this time, moving
somewhat toward the equator.

Given the length of the data set and the rather constant distribution of mag-
netic activity, we can check the derived flows for systematic variations of ob-
servational origin that might bias the results. As part of the ring-diagram anal-
ysis, effects such as the variation throughout the year of the solar inclination
toward the Earth, the B0-angle, are taken into account. But, the processing can-
not correct for a loss in detail that can occur at high spatial frequencies due to
this variation. For example, González Hernández et al. (2006) found in a large-
aperture ring-diagram analysis of high-resolution GONG data that an equatorward
meridional cell appears at high latitudes during maximum values of the B0-angle
and that it appears either in the northern or southern hemisphere depending on
the sign of the B0-angle. Finally, we correct the measured horizontal flows for
these systematic effects and focus on their temporal variations and North – South
asymmetry.
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2. Data Analysis

The data used in this work consist of continuous, high-resolution Dopplergrams
from the Global Oscillation Network Group (GONG) covering 44 consecutive
Carrington rotations from CR 1979 to CR 2022 (July 27, 2001 – October 12, 2004).
Full-disk Dopplergrams at one minute cadence are recorded on a 1024 × 1024 pixel
CCD (Harvey, Tucker, and Britanik, 1998) and then registered so that the solar image
covers an area of 800 pixels in diameter (GONG++ data). In order to measure the
horizontal components of the solar subsurface flows as a function of depth, we
use one of the local helioseismology techniques called ring-diagram analysis (Hill,
1988; Morrow, 1988). This technique uses high-degree acoustic waves measured in
small patches in the plane-wave approximation. This simplification is good enough
for studying subsurface layers close to the surface. The wave pattern is advected
by a local velocity field and the resulting shift of the wave pattern can be used to
determine the subsurface flows (Gough and Toomre, 1983).

We use the dense-pack technique as described by Haber et al. (2002) for
their analysis of Michelson Doppler Imager (MDI) Dynamics Program data. For
GONG++ data, simultaneous images from different sites are merged (Toner et al.,
2003), and the time series of merged images is analyzed in “days” of 1664 minutes
duration. For each day, the merged full-disk Dopplergrams are remapped into a set
of 189 overlapping patches with centers separated by 7.5◦ in latitude and longitude
covering the solar disk from the central meridian to ±52.5◦ in longitude and ±52.5◦

in latitude. Each patch of 16◦ × 16◦ diameter is tracked at the surface rotation rate
(Snodgrass, 1984) in order to remove the differential rotation effect and apodized
with a circular function reducing the effective diameter to 15o. Three-dimensional
power spectra are constructed from each dense-pack patch using a three-
dimensional FFT so that each data cube in spatial and temporal coordinates (x, y, t)
is transformed into one described in horizontal wavenumbers (kx , ky) and temporal
frequency (ν). Two-dimensional slices of the power spectra at a specified temporal
frequency show “rings” which are shifted in kx , ky by a velocity field. The power
spectrum is then fitted with a Lorentzian profile model which incorporates a per-
turbation term (kxvx + kyvy) due to the horizontal velocity components. Finally,
the Regularized Least Square (RLS) method is used to invert the fitted velocities
(Thompson et al., 1996; Haber et al., 2002) in order to derive the horizontal veloc-
ity components as functions of depth (vx (r ), vy(r )) for the East – West, or zonal,
component and the North – South, or meridional, component. The analysis is de-
scribed in more detail by Corbard et al. (2003) and implemented as the GONG
ring-diagram pipeline as described by Hill et al. (2003).

In this way, we derive 189 pairs of zonal and meridional velocity at 16 depths
from 0.6 to 16 Mm for each 1664-minute day. We combine these daily flow maps to
calculate synoptic flow maps for each depth using a weighting factor of cosine cen-
tral meridian distance to the fourth power. For this work, we average the horizontal
flows over the length of a Carrington rotation and study the temporal variation of
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zonal and meridional flows from more than three years of consecutive GONG++
data.

During the remapping stage, a variety of geometric effects are taken into account
that vary with a period of one year, such as the solar inclination toward the Earth (B0-
angle) and the apparent semi-diameter of the Sun. However, the processing cannot
correct for a loss in spatial resolution introduced by these effects. For example,
a large B0-angle value means that one solar hemisphere is tilted away from the
observer which will increase the geometric foreshortening at a given solar latitude
on this hemisphere. In order to check for annual variations introduced by these
effects, we calculate the B0-angle and the apparent semi-diameter for the middle of
every Carrington rotation and compare their temporal variation with the variation
of the measured zonal and meridional flows. The sidereal-synodic correction is a
geometric effect (e.g., Wittmann et al., 1996) that influences the determination of
the central meridian distance and can be expressed as a change in the tracking rate
(Corbard et al., 2003). While the average value of the sidereal-synodic correction
is taken into account at the remapping stage, we calculate its value1 for the middle
of each Carrington rotation and correct the zonal flows for the annual variation of
the sidereal-synodic correction.

As a measure of solar activity, we use the NSO Kitt Peak synoptic charts.2 We
rebin the magnetogram data into circular areas with 15o diameter centered on a grid
with 7.5o spacing in latitude and longitude to match the dense-pack mosaic.

3. Results

3.1. TEMPORAL VARIATION

Figure 1 shows the temporal variation of the meridional flow in the northern and
southern hemisphere at four latitudes and four depths. The meridional flows are
mainly poleward in each hemisphere, except at high latitudes and very close to the
surface as indicated by the predominantly positive values of the southern flow and
the negative values of the northern flow in the first panel (±52.5o and 0.6 Mm).
These values indicate an equatorward flow, a so-called counter cell, close to the
surface at high latitudes in both hemispheres.

At high latitudes and low depths, these meridional flows exhibit periodic trends
recurring on a yearly basis. For comparison, we include the variation of the B0-angle
with time. The B0-angle has an annual periodicity, and its variation seems to be
well correlated with that of the meridional flows in these regions. In order to better
visualize this correlation, we include a linear regression of the flow with the B0-
angle on the same chart. Furthermore, correlation coefficients, shown in Figure 2 at
the same latitudes and depths, show overall a good correlation between the B0-angle

1see http://aa.usno.navy.mil/faq/docs/SunApprox.html
2Available at http://nsokp.nso.edu/dataarch.html
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Figure 1. Temporal variation of the meridional flow in the northern (dark grey) and southern hemi-

sphere (light grey) at four latitudes and four depths. The line thickness represents about two standard

deviations of the formal uncertainty. Positive (negative) values indicate flows to the North (South).

The top row shows, for comparison, the time scale in Carrington Rotations. The B0-angle variation

(in degree) is indicated as dot-dashed line in the top row (shifted by 30 m/s in the y direction). Thin
solid lines represent linear fits of the B0-angle to the flows.

and flow variabilities. Large correlation coefficients occur mainly at high latitudes,
while the values are generally small close to the equator. The correlation values are
very similar in both hemispheres except at shallow layers equatorward of about 30o

and at depths greater than about ten Mm poleward of about 30o.
For comparison, we also calculate the correlation between the meridional flow

and the apparent semi-diameter, which varies with an annual period but about
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Figure 2. Linear correlation between meridional flow and B0-angle variation at four depths for north-

ern (solid line, crosses) and southern hemisphere (dashed line, squares). The dotted lines indicate the

99.9% significance levels.

four Carrington rotations out of phase with the B0-angle. Since the apparent semi-
diameter and the sidereal-synodic correction vary in phase, it is sufficient to use
only one of them. We then repeat the correlation analysis for the zonal flow.

Figure 3 summarizes the results by showing the coefficients of a linear correlation
between B0-angle (top) and apparent semi-diameter variation (bottom) with the two
horizontal-flow components. The correlation between meridional flow and B0-angle
shows a complex behavior with high positive values close to the surface at high
latitudes, at depths between about four and ten Mm at latitudes equatorward of about
20◦, and at greater depths in the northern hemisphere. In addition, there are regions
of large anticorrelation at high latitudes at depths between about four and ten Mm.
The temporal variation of the zonal flow is, by comparison, less correlated with
the B0-angle variation. It is significantly correlated with the B0-angle only in the
southern hemisphere at depths between two and 11 Mm. At the same depth range in
the northern hemisphere, the correlation is negative and increases in amplitude with
increasing latitude but remains below the 99.9% significance level. The correlations
between the apparent semi-diameter and the zonal and meridional flow are much
smaller compared to the ones with the B0-angle.

Figure 4 shows the same as Figure 3 but for the errors of the horizontal flows. The
errors of both flow components are clearly correlated with the temporal variation of
the B0-angle, with positive values in the southern and negative ones in the northern
hemisphere. The correlation values increase with increasing latitude and the most
equatorward latitudes with significant correlations occur at a depth of about five
Mm. The flow errors show hardly any correlation with the apparent semi-diameter
variation.
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Figure 3. Coefficients of a linear correlation between B0-angle and apparent semi-diameter variation

with the two horizontal flow components as functions of latitude and depth: Top-left: B0-angle and

zonal flow; top-right: B0-angle and meridional flow; bottom-left: semi-diameter and zonal flow;

bottom-right: semi-diameter and meridional flow. The grey areas indicate values greater than the

99.9% significance level represented by thick solid contour lines (of 0.49). Solid (dashed) contour
lines indicate positive (negative) correlations (0.1, 0.3, 0.6, 0.7, 0.8, 0.9). Dots indicate the depth-

latitude grid of the ring-diagram analysis.

Figure 5 shows the temporal variation of the meridional flow after removing the
B0-angle effect by subtracting the fit of a linear regression between flow and B0-
angle variation. The one-year periodicity has disappeared. Consequently, one can
conclude that such a periodicity is purely a systematic effect due to the B0-angle.
However, the “counter cell” still appears at high latitude in shallow layers in both
hemispheres. While the meridional flow is nearly constant with time at many loca-
tions close to 22.5◦, its amplitude noticeably increases with time at 37.5o latitude
and decreases at 7.5◦ at depths of 1.7 and 5.8 Mm in both hemispheres. Fluctuations
on time scales shorter than one year seem to be unrelated between the hemispheres.

Figure 6 shows the variation of the zonal flow. The tracking rate has been
subtracted and the sidereal-synodic correction has been added. While the correlation
between the zonal flow and the B0-angle is not significant except at high latitudes
at some depths in the southern hemisphere, it shows the same pattern with latitude
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Figure 4. Same as Figure 3 for correlations with flow errors: Top-left: B0-angle and zonal flow

error; top-right: B0-angle and meridional-flow error; bottom-left: semi-diameter and zonal flow error;

bottom-right: semi-diameter and meridional-flow error.

and depth as the correlation between the errors of the zonal flow and the B0-angle.
For this reason, we decided to remove the B0-angle effect from the zonal flow, as
shown in Figure 6. The zonal flow values are generally larger in the southern than
in the northern hemisphere, which is most apparent at high latitudes. The zonal
flow shows strong fluctuations on time scales shorter than one year, which appear
to be correlated between the hemispheres at 7.5◦ and 22.5◦ latitude. At latitudes
poleward of about 40◦, the variation of the zonal flow appears to have a larger
amplitude compared to more equatorward latitudes.

To estimate the magnitude of these fluctuations, we calculate the rms value of
the meridional flow and find an average value of 3.1 ± 0.6 m/s over all latitudes
and depths. The average rms value (3.0 ± 1.0 m/s) of the zonal flow is very close
to this value, but the zonal-flow average is the result of a bowl-shaped variation
with latitude with a value of 2.3 ± 0.3 m/s averaged over latitudes equatorward of
25◦ and a value of 4.2 ± 0.7 m/s averaged over latitudes poleward of 40◦. At face
value, this result implies that the zonal flows are “noisier” than meridional flows
at high latitudes, while the opposite is true at low latitudes. These fluctuations are
much larger than the average error of 0.5 m/s for zonal and meridional flow. Before
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Figure 5. Same as Figure 1 after removing the B0-angle variation from the meridional flow.

the B0-angle corrections, the rms fluctuations of both zonal and meridional flow
show a bowl-shaped variation with 2.3 ± 0.3 m/s equatorward of 25◦ latitude and
4.7 ± 0.7 m/s poleward of 40◦ latitude for the zonal flow and 3.2 ± 0.6 m/s and
5.0 ± 1.4 m/s for the meridional flow. As expected from the correlation results, the
correction has the greatest effect at high latitudes.

3.2. NORTH – SOUTH COMPARISON

Figure 7 shows linear correlation coefficients between flows in the northern
and southern hemisphere. While the short-term variations of the zonal flow are
highly correlated at low latitudes, at latitudes poleward of 45◦, the variations are
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Figure 6. Temporal variation of the zonal flow in the northern (dark grey) and southern hemisphere

(light grey) at four latitudes and four depths after removing the B0-angle variation. The surface rotation

rate (tracking rate) has been subtracted (Snodgrass, 1984) and the sidereal-synodic correction has been

added. The line thickness represents about two standard deviations of the formal uncertainty. The top

row shows, for comparison, the time scale in Carrington Rotations.

significantly anticorrelated between the hemispheres. The range of latitudes with
significant correlations is greatest at a depth of about nine Mm. The correlation
is close to zero at about 30◦. While this correlation might be of solar origin, we
cannot rule out that it is due to some other systematic effect. The meridional flow
shows hardly any significant correlation between the temporal variation in the two
hemispheres. The positive correlation values near 30◦ at about two Mm reflect the
trends seen in Figure 5.
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Figure 7. Linear correlations between flows in the northern and southern hemisphere as a function

of latitude and depth for zonal (left) and meridional flow (right). The annual variations due to the

B0-angle have been removed. The grey areas indicate correlations greater than the 99.9% significance

level represented by thick solid contour lines (of 0.49). Solid (dashed) contour lines indicate positive

(negative) correlations (0.1, 0.3, 0.6, 0.7). The dots indicate the depth-latitude grid of the ring-diagram

analysis.

Figure 8. Left: Unsigned magnetic flux averaged over 44 Carrington rotations as a function of latitude

for the northern (solid, crosses) and southern hemisphere (dashed, squares). Right: Unsigned magnetic

flux averaged over two subsets of 22 Carrington rotations 1979 – 2000 (crosses, squares) and 2001 –

2022 (plus signs, diamonds) for the northern (solid) and southern hemisphere (dashed).

Since some variations might be related to the distribution of magnetic flux,
Figure 8 shows average unsigned flux values as a function of latitude. The unsigned
magnetic flux of CR 1979 – 2022 is on average larger in the southern hemisphere
than in the northern one; the greatest differences occur at 15◦ and 22.5◦ latitude.
To indicate the temporal variation of activity, we divide the data into two subsets
of higher and lower average magnetic activity, which cover CR 1979 – 2000 (July
2001 to March 2003) and CR 2001 – 2022 (March 2003 to November 2004). The
mean latitude of activity is at about 15◦ and moves from somewhat poleward of 15◦

during the high-activity subset to somewhat equatorward of 15◦ during the low-
activity subset. The shift in mean-latitude position is about the same as the distance



238 A. ZAATRI ET AL.

Figure 9. Top: Average meridional flow as a function of latitude at four different depths (0.6 Mm:

solid, 1.7 Mm: dotted, 5.8 Mm: dashed, 11.6 Mm: dot-dashed) for the northern (crosses) and the

southern hemisphere (squares). Positive (negative) values indicate flows to the North (South). Bottom:
Difference between the meridional flow derived in the northern and southern hemispheres. Positive

(negative) values imply greater poleward flow in the northern (southern) hemisphere.

between two dense-pack grid points. The unsigned magnetic flux decreases with
time at all latitudes during the period of the observations, which coincides with an
increase in the meridional flow at latitudes greater than 30◦ at most depths (Figure 5)
and a decrease in the zonal flow at 52.5◦ in the southern hemisphere (Figure 6).

Next, we calculate the meridional flow averaged over CR 1979 – 2022 corrected
for the B0-angle variation. The top panel of Figure 9 shows the average flow as a
function of latitude at four different depths. The meridional flows in both hemi-
spheres show steep gradients at latitudes of about 35◦ or 40◦ and higher. At these
latitudes, the flow amplitudes decrease with increasing latitude at shallow depths
(below about two Mm), while they increase with latitude at greater depths and then
decrease again at depths greater than about 13 Mm (not shown). The counter cell is
noticeable close to the surface at the highest latitudes. The bottom panel of Figure
9 shows that the poleward meridional flow has a larger amplitude in the southern
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Figure 10. The slope of a linear regression with time of the meridional flow in units of m/s per year.

The sign of the flow has been changed in the southern hemisphere so that positive (negative) values

imply an increase (decrease) in flow amplitude in either hemisphere. The dots indicate the depth-

latitude grid. Solid (dashed) contours indicate positive (negative) slopes with a spacing of 0.5 m/s.

Dark grey areas indicate locations were the slope is less than three times its error; light grey areas
highlight positive values.

hemisphere for almost all depths at latitudes equatorward of 25◦, except close to
the surface. At mid-latitudes between 25◦ and 40◦, the meridional flow is larger in
the northern hemisphere. The latitudes with the largest excess poleward flow in the
southern hemisphere (10◦ to 25◦) coincide with the latitudes of the largest excess
magnetic flux in the southern hemisphere. At latitudes poleward of 40◦, the merid-
ional flow is stronger in the northern hemisphere at shallower depths and larger in
the southern one at greater depth.

We now revisit the long-term variation of the meridional flow and represent it
with a linear regression with time. Figure 10 shows the resulting slope as a function
of depth and latitude. The mean location of magnetic activity appears to be a
dividing line. Near the mean latitude of activity and equatorward of it, the slope is
generally negative implying that the flow amplitude is larger during high magnetic
activity and decreases during the declining phase of the cycle. Exceptions are the
deeper layers in the northern hemisphere. On the poleward side of magnetic activity,
the slope is generally positive which indicates that the meridional flow amplitude
increases with decreasing activity. Exceptions are the deepest layers especially in
the northern hemisphere and the near-surface layers at 0.6 Mm at 52.5◦ latitude. The
positive slopes are generally larger in the southern hemisphere than in the northern
one.

The average zonal flow corrected for the B0 angle variation is shown in Figure 11
as a function of latitude at four depths. The zonal flow increases in amplitude with
increasing depth, as expected from measurements of the rotation rate (e.g., Howe
et al., 2006). The amplitude shows a local maximum near 15◦ latitude or less, which
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Figure 11. Same as Figure 9 for the average zonal flow. In the bottom panel, positive (negative)

values imply greater zonal flow in the northern (southern) hemisphere.

coincides with the mean latitude of magnetic flux, and a local minimum near 30◦.
This latitudinal variation is most likely a consequence of the solar-cycle variation
of the zonal flow, the torsional-oscillation pattern. The zonal flow is predominantly
faster in the southern hemisphere than in the northern one. The differences generally
increase with increasing latitude for latitudes greater than 25◦. Furthermore, the
difference in amplitude between the hemispheres increases with depth with a local
maximum near 15◦ latitude. The high- and low-activity subsets of CR 1979 – 2000
and CR 2001 – 2022 show essentially the same behavior (not shown). The most
obvious difference is that the local maximum is clearly at 15◦ for CR 2001 – 2022
and closer to 22.5◦ for CR 1979 – 2000, following the change in mean latitude of
activity from higher to lower latitude.

The North – South asymmetry of the zonal flow appears to consist of one com-
ponent that relates to the distribution of magnetic activity (at latitudes less than 30◦)
and another one that describes a general increase in asymmetry with latitude. To
quantify the second component, we calculate a linear fit with latitude of the North –
South difference of the average zonal flow (CR 1979 – 2022). Figure 12 shows the
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Figure 12. Slope of a linear regression with latitude of the North – South difference of the zonal flow

as a function of depth for CR 1979 – 2022 (solid line, squares), CR 1979 – 2000 (dashed line), and

for CR 2001 – 2022 (dotted line).

resulting slope as a function of depth. The slope is negative at all depths implying
faster zonal flows in the southern hemisphere than in the northern one, except near
the surface where there is almost no North – South asymmetry. The magnitude of
the slope increases with depth; about half of the increase occurs in the outer two Mm
and the asymmetry barely changes between two and five Mm. The two subsets of
CR 1979 – 2000 and CR 2001 – 2022 show the same behavior, as expected from the
previous paragraph. However, at depths less than about five Mm, the North – South
asymmetry of the subset with less magnetic activity (CR 2001 – 2022) is smaller
than the one with higher activity (CR 1979 – 2000). This is mainly due to a decrease
in zonal flow amplitude in the southern hemisphere at high latitudes (noticeable in
Figure 6). At greater depth both subsets lead to similar slopes.

4. Summary and Discussion

We have analyzed 44 consecutive Carrington rotations and explored the horizon-
tal flow components, their temporal variation and their North – South asymmetry.
The meridional flow shows an annual variation related to the B0-angle, as noticed
by González Hernández et al. (2006). The flow errors also vary in time with the
variation of the B0-angle. Komm et al. (2005) found that the velocity errors show a
bowl-shaped dependence with latitude most likely due to geometric foreshortening.
It is thus not too surprising that the errors show an annual variation in phase with the
B0-angle, since a non-zero B0-angle will either enhance or diminish the foreshort-
ening at a given solar latitude. Furthermore, since this variation affects the spatial
resolution in the North – South direction, this can explain why the meridional flow
would also show such a variation, while the zonal flow, a flow in the East – West
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direction, would be less affected by such a variation. The B0-angle variation affects
flows differently at different layers for a given latitude. This implies that its effect
on the observations varies with spatial wavenumber. It is somewhat surprising that
the B0-angle effect can be different between the hemispheres. One reason might be
that different mode sets might be fitted in different dense packs and the inversions
are performed on mode sets specific to each dense pack and not on the subset of
common modes. To correct the horizontal flows for these annual variations, we
subtract a linear regression in B0-angle from the flows.

The meridional flow is generally poleward except near the surface at the highest
latitudes where the flow is equatorward. This “counter cell” is present in both
hemispheres at all times even after correcting for the B0-angle effect. The existence
of a counter cell at high latitudes in the meridional flow has been reported by Haber
et al. (2002) analyzing MDI Dynamics Program data. However, the counter cell
found in MDI data with a ring-diagram analysis is located at depths greater than
about six Mm in the northern hemisphere. González Hernández et al. (2006) studied
meridional flows with a large-aperture ring analysis of GONG++ data at depths
about 60% deeper than those accessible with a standard ring-diagram analysis. They
found that a counter cell appears at great depths during times of maximum B0-angle
and that it appears either in the northern or southern hemisphere depending on the
sign of the B0-angle. With counter cells unique to each data set or analysis method,
we cannot rule out that the near-surface counter cell reported here is due to some
systematic effect.

The average meridional flow has a larger amplitude in the southern hemisphere
equatorward of the mean latitude of magnetic activity and a larger amplitude in
the northern hemisphere poleward of the mean latitude. This is a consequence of a
meridional flow that is composed of a poleward average component and a secondary
one that converges toward the mean latitude of activity, as found in previous studies
(e.g., Haber et al., 2002; Zhao and Kosovichev, 2004; Komm et al., 2005), and
a North – South asymmetry in magnetic flux with more activity in the southern
hemisphere. The average meridional flow amplitude has a large gradient with depth
at latitudes poleward of 40◦ compared to its variation with depth at lower latitudes.
The amplitude of the meridional flow increases with decreasing magnetic acitivity
at latitudes greater than about 25◦ which is poleward of the mean latitude of activity.
This agrees with the variation at high latitudes observed by Basu and Antia (2003).
At more equatorward latitudes, the meridional flow amplitude is larger during the
epoch of high activity, which is a consequence of the convergence toward the mean
latitude of activity. This “steepening” with increasing activity has been found by
Haber et al. (2002) and by Zhao and Kosovichev (2004) in their analyses of MDI
Dynamics Program data and this result also agrees with Chou and Ladenkov (2005)
who found in deeper layers that the amplitude of the divergent flow correlates with
the sunspot number variation.

The amplitude of the zonal flow is usually larger in the southern hemisphere than
in the northern one during these 44 Carrington rotations except in the layers close



NORTH–SOUTH ASYMMETRY OF ZONAL AND MERIDIONAL flOWS 243

to the surface. This leads to a North – South asymmetry of the average flow that is
close to zero near the surface and increases with depth, similar to the one derived
from one year of GONG++ data by Komm et al. (2005). The current results show
that the North – South asymmetry at depths less than about five Mm decreases with
decreasing activity during the declining phase of the solar cycle. Basu and Antia
(2003) found a similar North – South asymmetry in the zonal flow derived from
MDI data and there are hints of a similar solar-cycle variation in their work.

The meridional and zonal flow patterns and their North – South asymmetry are
strongly related to the distribution of magnetic activity and hence to the solar cycle.
The GONG++ data set used here is the longest consecutive data set available for
local helioseismology, but it still covers only about 30% of an 11-year cycle. The
systematic variations of non-solar origin show the importance of continuous cover-
age, which will be possible with the Helioseismic and Magnetic Imager instrument
onboard the Solar Dynamics Observatory and the on-going operation of GONG.
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ABSTRACT

Context. We compare solar differential rotation of subphotospheric layers derived from local helioseismology analysis of GONG++
dopplergrams and the one derived from tracing small bright coronal structures (SBCS) using EIT/SOHO images for the period August
2001–December 2006, which correspond to the declining phase of solar cycle 23.
Aims. The study aims to find a relationship between the rotation of the SBCS and the subphotospheric angular velocity. The north-
south asymmetries of both rotation velocity measurements are also investigated.
Methods. Subphotospheric differential rotation was derived using ring-diagram analysis of GONG++ full-disk dopplergrams of 1 min
cadence. The coronal rotation was derived by using an automatic method to identify and track the small bright coronal structures in
EIT full-disk images of 6 h cadence.
Results. We find that the SBCS rotate faster than the considered upper subphotospheric layer (3 Mm) by about 0.5 deg/day at the
equator. This result joins the results of several other magnetic features (sunspots, plages, faculae, etc.) with a higher rotation than the
solar plasma. The rotation rate latitudinal gradients of the SBCS and the subphotospheric layers are very similar. The SBCS motion
shows an acceleration of about 0.005◦day−1/month during the declining phase of solar cycle 23, whereas the angular velocity of
subsurface layers does not display any evident variation with time, except for the well known torsional oscillation pattern. Finally, both
subphotospheric and coronal rotations of the southern hemisphere are predominantly larger than those of the northern hemisphere.
At latitudes where the north-south asymmetry of the angular velocity increases (decreases) with activity for the SBCS, it decreases
(increases) for subphotospheric layers.

Key words. Sun: rotation – Sun: helioseismology – Sun: corona – methods: data analysis

1. Introduction

The solar angular rotation velocity is a function of latitude, time,
and height above or depth below the solar photosphere. This phe-
nomenon is known as the solar differential rotation. The most
commonly established latitudinal dependence of the angular ve-
locity is given by the empirical relation Ω(θ) = A + Bsin2θ +
Csin4θ, where θ is the latitude, A is the equatorial rotation, B
and C are the differential rotation coefficients, and C is usually
neglected for low and mid-latitude measurements. In terms of
amplitude, the rotation of the quiet Sun regions, given for in-
stance by Doppler-shift measurements of Fraunhofer lines, is
found to be slower than the rotation of the photospheric mag-
netic tracers (individual sunspots, sunspot groups, faculae, su-
pergranules, etc.). Moreover, magnetic features exhibit different
angular velocities depending on their evolution, age, and size
(see a review by Beck 2000). So far, this difference is explained
by magnetic features being rooted at different depths (Ruždjak
et al. 2004). Several local and global helioseismology analyses
of solar acoustic modes, such as time-distance helioseismology
analysis (e.g., D’Silva 1996) and f-mode analysis (e.g., Corbard
& Thompson 2002), have confirmed that the angular velocity

increases with depth in the upper layers of the convection zone,
at intermediate latitudes.

The coronal angular velocity has been measured using
several coronal structures such as coronal green lines (e.g.,
Altrock 2003; Badalyan et al. 2006), radio emission flux (e.g.,
Mouradian et al. 2002), and coronal holes (e.g., Insley et al.
1995). Many of these features show two rotational modes where
high-latitude regions rotate more rigidly than low-latitude re-
gions. However, part of this behaviour has been related to the
lifetime of the structure and not specifically to that of the corona
(see a review by Schröter 1985). Moreover, small bright coro-
nal structures (SBCS, hereafter) have been used to estimate
the coronal rotation from data recorded by the EUV imaging
telescope (EIT) on board the solar and heliospheric observa-
tory (SOHO). These features are mostly short-lived structures
with a lifetime up to 54 h (Brajša et al. 2008) and are formed
at a height of about 8000–12 000 km above the photosphere
(Brajša et al. 2004). Brajša et al. (2001, 2002) explored these
structures using 284 Å EIT filtergrams with a 6 h cadence,
whereas Karachik et al. (2006) used 194 Å EIT filtergrams with
12 min cadence. Both authors confirm the differential rotation
of the corona through the SBCS with a close relation to the

Article published by EDP Sciences
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differential rotation of atmospheric magnetic features. Moreover,
the SBCS are interesting features to be used for the rotation es-
timation along the cycle since they appear at both minimum and
maximum cycle phases, in contrast to other activity features that
are absent at minimum activity or, for instance, coronal holes
with their polar concentration at that period. Their relation to the
photospheric magnetic field has been studied by Pres & Phillips
(1999), who find that the time evolution of bright coronal points
observed with EIT/SOHO is correlated with the rise and fall of
the magnetic field given by the MDI/SOHO magnetograms.

In this paper, we compare the rotation velocity of subpho-
tospheric layers (from 3 Mm to 15 Mm) obtained from ring-
diagram analysis of GONG++ data using the GONG ring-
diagram analysis pipeline1 (Corbard et al. 2003) with the one
measured by tracing the SBCS observed in EIT/SOHO images
(at 284 Å) using the automatic method described in Brajša et al.
(2001). The purpose of this comparison is to get a complemen-
tary view of the relation between coronal features and their root
layers below the photosphere. Moreover, we investigate the lati-
tudinal gradient of the angular velocity to check the assumption
of the two rotational modes and the variation of the latitudinal
profile of the coronal rotation during the declining phase of the
solar cycle 23 as reported by Altrock (2003). Finally, a compari-
son between the rotations of the northern and the southern hemi-
spheres is shown for both SBCS and subphotospheric layers.

2. Data reduction

2.1. Rotation of subphotospheric layers

Subphotospheric angular velocity is measured using ring-
diagram analysis which is a local helioseismology technique
based on frequency-shift measurements of high-degree acoustic-
modes to infer horizontal velocity flows at different subphoto-
spheric depths (Hill 1988). By dividing the full-disk image into
189 overlapping patches with centres separated by 7.5◦ in lati-
tude and longitude with a latitude range of [–52.5, 52.5] and a
central meridian distance range of the same extent, each region
is remapped and tracked at the surface rotation rate of its central
latitude in consecutive images with a 1 min cadence. The result-
ing data cubes are Fourier-transformed, and the resulting power
spectra are fitted with a Lorentzian profile to derive frequency
shifts that are directly related to horizontal velocity components
by assuming a plane wave approximation. The horizontal veloc-
ity as function of depth is then deduced using inversion methods.

We considered the depth range [3 Mm, 15 Mm]. We avoided
extending the radial depth to upper layers since surface measure-
ments of the flow are affected by poor estimation of the inver-
sion kernels because of the complexity of the photospheric lay-
ers. Deeper measurements were not possible because the small
size of the patches only gives access to high spatial frequencies
(high spherical harmonic degree). The sidereal angular velocity
for each local area (latitude, Carrington longitude) was recov-
ered by adding the measured east-west flow (zonal flow) to the
tracking rate. Finally, the rotation rate at each latitude is given by
averaging over all the available Carrington longitudes for each
month. The synodic-sidereal correction was taken into account
for each day.

1 http://gong2.nso.edu/archive/patch.pl?menutype=h

2.2. Rotation of small bright coronal structures

The data reduction to determine the motions of bright coro-
nal structures was described in detail by Brajša et al. (2001).
Although not just coronal bright points (CBP) were selected in
the cited paper, this abbreviation was used. In fact, besides points
also small loops and small active regions were selected. We pre-
fer to call the used tracers small bright coronal structures (SBCS)
now. The interactive method has up to now only been applied to
images obtained in 1998 and 1999, because it is very time con-
suming. An automatic method was developed later to cover more
images from most of the years of an activity cycle. The main idea
was to automatically select small structures in three consecutive
images and find whether they belong to a stable structure within
12 h so they only show small changes in latitude and in lon-
gitude. Slight differences were applied to the parameters of the
automatic reduction program (Brajša et al. 2001). First, the cir-
cumferences of the allowed structures was changed to the range
of 30 to 80 pixels, which equals 80 to 210 arcsec. The range
of relative intensities was 100 to 600 units. Most important was
a change in the allowed difference in latitude from one image
to the next from 1 degree to 0.8 degree and the application of
a differential rotation for the allowed motions in longitude: the
limits were 9.5 to 16.5 degrees per day of the synodic rotation,
but these limits were reduced by −3.0∗sin2(θ), where θ is the
latitude.

The conversion of synodic rotation rates to sidereal was per-
formed for each observing time separately. Filtering after a first
fit to the differential rotation law with C = 0 was applied in the
same way as described in Sect. 4.2 of Brajša et al. (2001). This
filtering was applied only when data from certain periods (e.g.
months, years or longer periods) are combined. Thus the sum
of all structures used is slightly different when adding monthly
numbers and comparing with annual sums. At the beginning the
data were selected for all latitudes in each month and only differ-
ential rotation parameters fitted using C = 0. To adapt the reduc-
tion to the GONG++ data, a new program was added, where the
results were sampled for overlapping bins of 15 degrees width
in latitude and a stepping of 7.5 degrees. Thus a data cube was
derived with rotation rate results and their errors for 15 latitude
bins and 65 months from August 2001 until December 2006.

3. Solar differential rotation

We measured the subphotospheric and coronal rotation veloc-
ities for the period August 2001–December 2006, which cor-
responds to the declining phase of solar cycle 23. GONG++
data covers all the months with a good duty cycle. The vari-
ation in the zonal flow (i.e. rotation residual) as derived from
ring-diagram analysis of GONG++ data during this period has
been studied in detail by Komm et al. (2009) with 3 extra months
in 2007. They find a positive correlation between the unsigned
magnetic flux and the zonal flow and report a higher zonal flow
in patches with activity than for the quiet Sun patches. They do
not find any particular long-term pattern of the zonal flow ex-
cept the well-known pattern of torsional oscillations (Howard &
LaBonte 1980). However, a slight increase in the zonal flow in
patches with activity was observed at minimum activity. Figure 1
shows the sidereal angular velocity given by the coronal and
subphtospheric measurements for the latitudinal range [−52.5◦,
52.5◦]. From ring-diagram analysis measurements, we see that
deep subsurface layers rotate faster than those closer to the sur-
face with a decreasing radial gradient as the latitude increases.
The radial gradient variation in the rotation velocity estimated
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Table 1. Unsigned differential rotation parameter B derived from the linear fit of the rotation averaged over 3 time frames (Aug. 2001–Dec. 2006;
Aug. 2001–Mar. 2004; Apr. 2004–Dec. 2006) and sin2(θ) for all latitudes [−45◦, 45◦], southern hemisphere [−45◦, 0◦] and northern hemi-
sphere [0◦, 45◦].

August 2001–December 2006 August 2001–March 2004 April 2004–December 2006
All latitudes North South All latitudes North South All latitudes North South

SBCS 2.72 ± 0.04 2.77 ± 0.04 2.64 ± 0.04 2.70 ± 0.03 2.70 ± 0.04 2.69 ± 0.04 2.73 ± 0.07 2.82 ± 0.07 2.59 ± 0.08
3 Mm 2.77 ± 0.01 2.74 ± 0.01 2.73 ± 0.01 2.77 ± 0.01 2.77 ± 0.02 2.70 ± 0.02 2.77 ± 0.01 2.72 ± 0.02 2.76 ± 0.02
6 Mm 2.78 ± 0.01 2.77 ± 0.01 2.73 ± 0.01 2.78 ± 0.01 2.80 ± 0.02 2.70 ± 0.02 2.78 ± 0.01 2.74 ± 0.02 2.76 ± 0.02

15 Mm 2.88 ± 0.01 2.90 ± 0.01 2.80 ± 0.01 2.88 ± 0.01 2.93 ± 0.02 2.77 ± 0.02 2.88 ± 0.01 2.87 ± 0.02 2.82 ± 0.02

Fig. 1. Rotation velocity derived from ring-diagram analysis at 3 Mm
(asterisk), 7 Mm (cross), 15 Mm (diamond) (lines from dark to light
grey) and SBCS tracing (black) averaged over the periods: August
2001–March 2004 (dashed), April 2004–December 2006 (dashed
dotted).

from ring-diagram analysis of the same data was studied in de-
tail by Zaatri & Corbard (2009), who report that the use of higher
latitudes can lead to a reversal of the radial gradient from nega-
tive to positive. Moreover, Fig. 1 shows a smaller northern radial
gradient than the southern gradient at high latitudes. From SBCS
tracing, the rotation rate is found to be higher than for all the
considered subsurface layers by about 0.5◦ day−1 at the equator
(this corresponds to a velocity of about 70 m/s, and a frequency
of about 16 nHz) compared to that of the subsurface layer at
3 Mm depth. This difference is in good agreement with the an-
gular velocity difference between the photospheric active regions
and their surrounding quiet solar plasma (e.g., Koch 1984).

The upper panel of Fig. 2 shows the angular acceleration
of the SBCS and of the subsurface layers. The subphotospheric
layers have no significant acceleration compared to that of the
SBCS. However, it is worth mentioning that the absence of ac-
celeration at low latitudes and the week acceleration at latitudes
higher than 20◦ (up to 10−3 deg/day/month) is consistent with the
torsional oscillation pattern for the years 2001–2006 (see Fig. 30
of Howe 2009). The SBCS rotation shows a positive increase
with an acceleration of about 0.005◦ day−1/month. This acceler-
ation also depends on activity as shown by the lower panel of
Fig. 2. At higher activity, the acceleration is clearly seen to be
lower than the lower activity for the southern hemisphere; how-
ever, it shows a more complicated latitudinal and activity varia-
tion in the northern hemisphere. It is worth mentioning that the
photospheric magnetic features are also rotating faster at low ac-
tivity, as seen from several observations (e.g., Brajša et al. 2006).

Fig. 2. Upper panel: slope of the linear fit of the rotation with time de-
rived from ring analysis at 3 Mm, 6 Mm and 15 Mm (from dark to light
grey) and SBCS tracing (black) for the period Aug. 2001–Dec. 2006.
Lower panel: slope of the linear fit of the SBCS angular velocity with
time for the periods: Aug. 2001–Mar. 2004 (dashed line, triangles);
Apr. 2004–Dec. 2006 (dashed-dotted line, squares). Squares are shifted
by 1◦ to avoid overlapping of error bars.

Lastly, we investigated the latitudinal gradient of the rotation
by measuring the differential rotation coefficient B. We avoided
taking the highest latitude ±52.5◦ where the SBCS are almost
absent at low activity, leading to angular velocities which are
mostly interpolated values. Table 1 gives the B values for both
SBCS and three subphotospheric layers, and B is seen to increase
with depth at the outer part of the convection zone. Moreover,
neither the small SBCS nor the subphotospheric layers show any
significant variation with the activity of the latitudinal gradient
of their angular velocity.
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4. North-south asymmetry

We investigated the north-south asymmetry of the coronal ro-
tation velocity through the SBCS angular velocity change be-
tween the northern and southern hemispheres by evaluating the
difference between two symmetric bins. For instance, a rotation
velocity averaged over a bin centred at 15◦ is subtracted from
that derived from a bin centred at −15◦, the difference value is
shown at latitude 15◦. This quantity is evaluated for the unsigned
latitude range [7.5◦, 45◦] in the upper panel of Fig. 3. The north-
south asymmetry of the coronal rotation reveals a faster south-
ern hemisphere during the period under analysis. Also shown
is a latitudinal dependence of this property with an increasing
north-south difference in rotation from the equator to about 20◦,
where the amplitude is more pronounced with strong activity. At
latitudes higher than 20◦, this asymmetry continues to increase
at the low activity level (end of cycle 23), whereas it is more
irregular at the beginning of the declining phase and becomes
even positive around 30◦. To see whether the asymmetry in the
coronal rotation velocity is related to the coronal activity, we in-
vestigated the activity asymmetry via the asymmetry index given
by (N − S )/(N + S ) for each pair of symmetric bins where N is
the number of structures in the northern bin and S is the num-
ber of structures in the southern bin. The asymmetry index and
its statistical mean error are evaluated on a monthly basis and
shown in Fig. 3. The figure shows that the northern coronal ac-
tivity prevails during the first half of the declining phase of solar
cycle 23 and the southern activity is more dominant during the
second half of this period. This agrees with the flare activity dur-
ing this cycle, which favoured the north at maximum activity and
the south during the declining phase (Joshi et al. 2007). Figure 3
clearly shows that, in the first half of the declining phase of solar
cycle 23, the northern hemisphere, which is more active, rotates
more slowly than the southern hemisphere, and it remains slower
at the end of the cycle even though it becomes less active than
the southern hemisphere. This disagrees with several studies re-
porting that the active hemisphere rotates more slowly than the
less active one (Obridko et al. 2001).

Figure 4 shows the difference between the northern and
southern rotation velocities for three subsurface layers at depths
of 3 Mm, 7 Mm, and 15 Mm. As for the SBCS, subsurface
rotation velocity is predominantly southern except at the inter-
mediate latitudes of the upper subsurface layers during the low
activity epoch. This southern dominance also characterised the
photospheric magnetic activity during solar cycle 23 as shown
from sunspot indicators (See Li et al. 2008, and references
therein). Besides, Zaatri et al. (2006) have analysed the first three
years of our GONG++ dataset and found that the zonal flow pat-
tern and its north-south asymmetry are strongly related to the
distribution of magnetic activity. Moreover, a clear increase of
this asymmetry with depth is seen for the whole period. This
confirms, for a longer period, the results by Zaatri et al. (2006)
who found the same north-south asymmetry depth dependence
for the zonal flow. Unlike the SBCS, the north-south asymmetry
in the subsurface rotation velocity shows a slight increase with
decreasing activity, at low latitudes. At latitudes higher than 20◦
and close to solar cycle maximum, the subsurface asymmetry
is slightly changing until around 40◦. During the low activity
epoch, the rotation velocity of the southern hemisphere gets
very close to the northern velocity and even smaller around lati-
tude 30◦ for the upper subsurface layers.

Some hints of the north-south asymmetry are also given
from the latitudinal gradient in Table 1 where the subsurface
layers show more varying B values with depth in the northern

Fig. 3. Upper panel: difference between the northern and southern
angular velocity of SBCS averaged over the periods August 2001–
December 2006 (full lines), August 2001–March 2004 (dashed, tri-
angles), April 2004–December 2006 (dashed-dotted,squares). Lower
panel: asymmetry index of the coronal activity derived from the num-
ber of observed SBCS in the north (N) and in the south (S) given by the
formula (N-S)/(N+S) by summing the structures over the periods given
in the upper panel. The thin grey line shows the zero level. Triangles
and squares are shifted by 1◦ to the left and right to avoid overlapping
the error bars.

hemisphere than in the southern hemisphere for both activity
levels. The SBCS have a more pronounced north-south variation
of B at low activity than at high activity.

5. Discussion and conclusion

In this work, we compared the rotation of the corona as revealed
by tracing its most profuse features, the SBCS, and that of the
uppermost layers of the convection zone. We report the follow-
ing results:

(i) There is a difference of about 0.5◦ day−1 between the an-
gular velocity of the SBCS and the upper considered sub-
photospheric layer at 3 Mm below the surface. This differ-
ence decreases while considering deeper layers due to the
increase of the angular velocity with depth at intermediate
latitudes. At the highest latitudes of our considered range
[−52.5◦, 52.5◦], the radial gradient of the rotation veloc-
ity decreases considerably and the difference between the
angular velocities of the SBCS and the various subsurface
layers becomes very similar.
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Fig. 4. Difference between the northern and southern averaged angular
velocity of subsurface layers as a function of unsigned latitude and for
depths 3 Mm, 7 Mm and 15 Mm. Shown are the periods: August 2001–
December 2006 (full lines), August 2001–March 2004 (dashed), April
2004 – December 2006 (dashed-dotted). The thin grey line shows the
zero level.

(ii) The temporal variation of the SBCS angular velocity during
the declining phase of the solar cycle 23 shows an acceler-
ation of about 0.005◦ day −1/month on average and reaches
its maximum during the low activity period (end of cy-
cle 23) in the southern hemisphere. It is not clear whether
this acceleration is related to the chosen tracers or if it is
the property of the corona and whether it is specific to the

studied period. So far, there have been no studies of the
coronal rotation using other activity features for the last
years of solar cycle 23. However, results from other periods
have reported a deceleration that makes the coronal rota-
tion tend to that of the photosphere at solar minimum (e.g.
Giordano et al. 2008, for the period 1996–1997), whereas
Mehta (2005) did not find any evidence of the coronal ro-
tation variation during four consecutive solar cycles (19
to 22). The angular velocity does not show a significant
temporal variation except a slight acceleration at high lati-
tudes which corresponds to the torsional oscillation signal
during the period 2001–2006.

(iii) The latitudinal dependence of the angular velocity from the
two measurements was studied through the differential ro-
tation parameter B as given by the most commonly used ro-
tation law at intermediate latitudes θ (Ω(θ) = A + B sin2 θ).
We found a very similar latitudinal gradient B of coro-
nal and subphotospheric rotations, except that the unsigned
value of B slightly increases with depth. From this point
of view, we do not see any particularity in the latitudinal
behaviour of the coronal rotation as mentioned by several
authors from long-term coronal features observations, no-
tably, the widely mentioned existence of two different ro-
tational modes with a more rigid rotation of the corona
than for the photosphere at low latitudes (Altrock 2003).
Clearly, the SBCS behave more like magnetic photospheric
features which endorses the hypothesis of the formation of
EUV bright points as being caused by the heating derived
from the dissipation of electric currents that are formed in
the solar atmosphere from the displacement of footpoints
of magnetic flux tubes by the photospheric plasma motion
(see Santos et al. 2008, and references therein).

(iv) For both corona and subphotospheric layers, the southern
hemisphere rotates predominantly faster than the northern
hemisphere. The north-south velocity difference increases
with depth. This result was already shown in Zaatri et al.
(2006) and is now confirmed for a longer period includ-
ing the very low activity period of cycle 23. Also, when
the north-south asymmetry of the rotation velocity is lower
than its temporal average for the subsurface layers, it is
higher for the SBCS and vice-versa. Clearly, the southern
coronal hemisphere rotates faster than the northern hemi-
sphere regardless of which hemisphere is more active. It
would be interesting to see whether this persists on a time
scale of multiple cycles as opposed to the relatively short
time scale of our study.
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Chapter 8

Solar subsurface radial gradient
of angular velocity

... the αΩ dynamo [More precisely, it should be
called α∇Ω dynamo as only the derivatives of Ω
matter]...

M. Stix
The Sun: An Introduction

Abstract

The sub-surface axisymmetric part of the rotational radial gradient has been
measured using global helioseismology of surface gravity modes (f-modes) that
penetrate down to about 15 Mm. This study revealed a hint of a sign reversal
at mid- to high latitudes. Ring diagram analysis allows a better resolution of
the sub-surface layers from very high degree modes and is able to resolve both
northern and southern hemispheres. These capabilities allow us to get enhanced
information about the radial gradient except at high latitudes where the fore-
shortening effect crucially degrades the measurements. This chapter discusses
the long term behavior in depth and latitude of the radial rotational gradient
inferred from ring diagram analysis of 7 continuous years of GONG data. With
this study, we hope to bring more insights to the solar dynamo models where the
rotational gradient is a crucial ingredient, notably at the sub-photosphere where
a shear layer might also contribute to the solar dynamo.
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8. SOLAR SUBSURFACE RADIAL GRADIENT OF ANGULAR
VELOCITY

8.1 Goal of the study

The radial gradient of angular velocity is calculated from numerical differentia-
tion, using 3 points, of the zonal flow in the depth range [1 Mm, 14 Mm] for the
whole range of the dense-pack latitudes. Zonal flows are taken from 93 synoptic
maps (CR = 1979 – 2071, i.e. July 2001 – July 2008) constructed as described
in the previous chapter and averaged over Carrington longitudes for each CR,
latitude and depth. The studied period is the declining phase of solar cycle 23
from its maximum with a high magnetic activity to its minimum corresponding
to the end of the cycle. In this chapter, I will discuss the long term variation of
the gradient in both hemispheres and the north-south symmetrized gradient and
compare it with the gradient inferred from f-mode splitting inversion (Corbard
and Thompson, 2002). Finally, another way to measure the radial gradient by
inverting frequency shifts will be briefly discussed.

8.2 Rotational radial gradient in the two hemi-

spheres

Hereafter, I discuss the most prominent behavior of the temporal variation of the
radial gradient in depth and latitude in both hemispheres.

General behavior of the radial gradient:

The variation over time of the radial gradient at latitudes up to 52.5◦ is shown
in figure 8.1 at depths between 2 Mm and 12 Mm. The radial gradient is mostly
negative and its variation in latitude and depth is overly homogeneous in time.
However, an exception is detected at the beginning of 2007 at mid latitudes of
the southern hemisphere where an uncommon strong gradient appeared (-1000
nHz/R close to the surface). At the shallowest layers, the gradient shows strong
discontinuities with latitude where the equator displays the strongest gradient no
weaker than 600 nHz/R in amplitude. The gradient decreases again between 15◦

and 30◦ than increases on average for latitudes up to 45◦. From 45◦ and beyond,
the gradient decreases considerably with latitude. As we go deeper, the ampli-
tude of the gradient decreases at all latitudes and the latitudinal discontinuity
becomes less pronounced until the gradient becomes roughly constant (about -
300 nHz/R) from the equator to latitudes up to 40◦. It is also observed that the
gradient amplitudes are weaker in the northern hemisphere than in the southern
hemisphere, better seen in figure 8.3 that displays the gradient difference between
the two hemispheres at different depths. This difference increases with latitude
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8.2 Rotational radial gradient in the two hemispheres

at all depths and increases with depth in the first 1% of the solar radius than de-
creases in deeper layers. This result joins the study of the north-south asymmetry
in chapter 7, where the zonal flow was also seen to be stronger in the southern
hemisphere than in the northern hemisphere, so does the magnetic activity in the
declining phase of solar cycle 23.

Sign reversal of the gradient at high latitudes:

The averaged gradient does not show a sign reversal at depths down to 14 Mm
in the range of dense-pack latitudes (up to 52.5◦). Nonetheless, an extrapolation
to higher latitudes might reveal a sign reversal. The latitudinal derivative of the
averaged gradient in the range of latitudes higher than 30◦ as a function of depth
is displayed in figure 8.4. Its highest value is reached around 0.995 R and be-
comes constant in depth together with reaching its lowest value at 0.990 R. This
could lead us to suppose that, most likely, the sign reversal of the gradient at
high latitudes might appear around 0.995 R where the gradient is highly differen-
tial with latitude contrary to the deeper layers where the gradient becomes more
rigid in latitude. This supports Corbard and Thompson (2002) who studied the
radial gradient from f-modes and conjectured that the sign reversal might appear
in the first 5 Mm below the surface. Moreover, it is observed that the northern
gradient varies more strongly with latitude than the southern one. This supposes
that the sign reversal of the gradient in the northern hemisphere might appear
at lower latitudes than in the southern hemisphere. Nonetheless, we do detect
some sign reversals at the highest latitude (52.5◦) randomly appearing at partic-
ular Carrington rotations as shown in figure 8.5. This figure shows that most of
the positive radial gradient appears in the northern hemisphere. It is sometimes
detected in the southern hemisphere but never in both hemispheres at the same
time

Strong negative gradient close to the surface:

In order to better see the extent of the strong negative gradient at the shal-
lowest layers, I plotted in figure 8.6 contour plots of the gradient with absolute
values equal to or greater than 500 nHz/R, in time and depth. In the equatorial
regions, this strong gradient is observed in the whole period studied (93 CRs)
from the surface down to 0.8% of the radius at the equator and down to 0.7%
of the radius at latitudes ±7.5◦. At latitudes 15◦ and 22.5◦ north and south,
such a strong gradient is not visible at all times and is only located at the first
0.5% of the radius. The extension in depth of the strong gradient increases again
at latitudes 30◦ and 37.5◦ until about the same extension as in the equatorial
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regions. At these latitudes, an exception is seen at the beginning of 2007 (CR:
2055 – 2058) where a strong southern radial gradient extends as deep as about
13 Mm with an amplitude up to 600 nHz/R.

A singularity in the behavior of the gradient at the beginning of solar
minimum:

We detected a strong unusual southern radial gradient around mid-latitudes ex-
tending over 2% of the solar radius below the surface at the beginning of solar
cycle minimum. In order to focus on this particularity, I plotted the radial gra-
dient at latitude −37.5◦ as a function of depth for a period of 20 Carrington
rotations from 2049 to 2069 (see figure 8.7). It appears from this figure that the
observed deep strong negative gradient increases downwards in amplitude, albeit
the common behavior of the gradient, at all latitudes, is to decrease its amplitude
downwards (see figure 8.2). The Carrington rotation following the period of this
reversed gradient (CR=2057), shows again a negative radial gradient with an am-
plitude decreasing downward but with a much stronger amplitude than usual (see
figure 8.8). The radial gradient at this Carrington rotation reaches an amplitude
as high as 1000 nHz/R that is stronger than the equatorial gradient, elsewhere
found to be the strongest gradient in latitude (see figures 8.1, 8.2).

In order to find a related solar phenomenon to this particularity, I looked at
several solar observations during the period where this gradient reversed, starting
from CR 2051 (see figure 8.7). I found that sunspot 930 which appeared a few
degrees below the equator at the end of Carrington rotation 2050 and at the
beginning of Carrington rotation 2051, caused one of the strongest solar flares of
the last 30 years, albeit solar activity was very weak. It appeared on the front side
on the 5 December 2006 creating an X9 class flare, followed by an X6 class flare
(Dec. 6 ) and an X3 class flare (Dec. 13). These strong flares have been reported
by several solar spacecraft such as the GOES1 solar x-ray imager2. The first flare
was so strong that aurorae were seen at low terrestrial latitudes (central Europe)
and the Global Positioning System (GPS) was significantly impacted. Many
reports regarding sunspot 930 have been reported in the NASA website3. It is
hard to decide whether the two events of the reversed gradient and the production
of the strong solar flare are related to each other or whether the reversed gradient
is related to the solar minimum itself. For further studies, it might be worth
checking more carefully the correlation between the reversed gradient and the
production of solar flares in other locations and periods. Moreover, a longer

1Geostationary Operational Environmental Satellites
2http://goes.ngdc.noaa.gov/data/plots/2006/GOES-200612 special.pdf
3http://search.nasa.gov/search/search.jsp?nasaInclude=sunspot+930
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term perspective would be to see whether this reversed gradient followed by a
very strong negative gradient will appear in the upcoming solar minimum and
whether it could explain in some sense the large extent of the solar minimum
period of solar cycle 23.

8.3 North-South symmetrized radial gradient of

angular velocity

The radial gradient of the angular velocity has been studied from f-mode splittings
inversion down to about 15 Mm (Corbard and Thompson, 2002). This analysis
has only access to the axisymmetric component of the rotation. In order to
confront these results with those obtained from ring diagram analysis, I calculated
the axisymmetric gradient by averaging zonal flows of bins symmetric relative to
the equator. Results from this study are discussed in PROCEEDINGS II given
at the end of this chapter, where a period of 80 Carrington rotations lasting
from 07/2001 to 07/2007 has been considered. Figure 1 of the proceedings paper
shows the behavior of the north-south symmetrized radial gradient as a function
of depth for the latitude range [7.5◦, 52.5◦]. Like figure 8.2, this figure shows that
the radial gradient becomes roughly constant when reaching a depth of about
0.99 R. This result is also shown from f-mode analysis, albeit, this analysis infers
a radial gradient of -400 nHz/R whereas our analysis leads to a radial gradient
of about -300 to -350 nHz. Moreover, since the radial gradient is constant from
0.99 R and deeper, one can infer it from a linear fit of the angular velocity. This
is given by the full line in 8.9. This gradient is found to be different from the one
estimated using a linear fit of the angular velocity obtained from f-mode splitting
inversions (dashed line). We believe this is due to the different modes included
in the two techniques. Ring diagram analysis allows using both f-modes and p-
modes (up to n=6) with radial degrees going from 200 to around 1000 whereas
f-mode inversions contain only f-modes with radial degree lower than 300.

An attempt at using patches centered at 60◦ latitude is discussed in the pro-
ceedings II. These high latitude patches do show a positive axisymmetric gradi-
ent from the analysis of six Carrington rotations. Nonetheless, because of the
strong foreshortening effect at these latitudes, this analysis may lead to ambigu-
ous results. In the near future, the analysis of high resolution images that will
be provided by the HMI experiment aboard the SDO satellite will tell us more
about the location and the strength of the positive gradient at high latitudes.
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Figure 8.1: Radial gradient of angular velocity in nHz/R as a function of time (July 2001 –
July 2008 , CR = 1979 – 2071) and latitude at a given depth. From top to bottom and from
left to right, depths are: 2.1 Mm, 3.42 Mm, 4.32 Mm, 5.44 Mm, 8.44 Mm, 12.3 Mm.
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Figure 8.2: Averaged radial gradient of angular velocity in nHz/R over 93 Carrington rotations
as a function of latitude at given depths. The gradient looks similar in both hemispheres except
at high latitudes where the northern gradient becomes weaker than the southern one at all
depths.

Figure 8.3: North-South difference of the averaged radial gradient of angular velocity in
nHz/R over 93 Carrington rotations as a function of latitude at given depths. The difference is
positive at all depths and latitudes meaning that the southern hemisphere has a stronger radial
gradient (in amplitude) than the northern hemisphere.
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Figure 8.4: Latitudinal derivative of the averaged radial gradient of angular velocity of figure
8.2 at latitudes higher than 37.5◦ as a function of depth. The value is derived from the slope
of a linear fit of the averaged gradient, of the northern (black) and southern (red) hemispheres,
with the highest latitudes [37.5,45,52.5].

Figure 8.5: Contour plots of the positive radial gradient of angular velocity in nHz/R as
a function of time (93 CR) and depth, in the northern hemisphere (black) and the southern
hemisphere (red) at latitude 52.5◦. Most of the positive gradient is accuring in the northern
hemisphere. It is sometimes detected in the southern hemisphere but never in both hemispheres
at the same time.
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Figure 8.6: Contour plots of strong radial gradient of angular velocity (with amplitudes 500
nHz/R and higher) given as a function of time (July 2001 – July 2008, CR= 1979 – 2071) and
depth for a given latitude. In the same panel symmetric latitudes about the equator are given;
southern latitude (red), northern latitude (black). From top to bottom and from left to right
latitudes are: 0◦, 7.5◦, 15◦, 22.5◦, 30◦, 37.5◦. Note that the y-axis in the bottom panels differs
from those in the top panels.
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Figure 8.7: Radial gradient of angular velocity in nHz/R at latitude −37.5◦ as a function
of depth and time CR=[2049 – 2069], the top axis gives time in fractions of the year. At
around Carrington rotation 2057, a strong negative gradient appears and is preceded by a
reversed radial gradient starting form CR=2051 with increasing amplitude in depth instead of
decreasing as for its usual behavior.

Figure 8.8: Radial gradient of angular velocity in nHz/R as a function of latitude and depth
for Carrington rotation 2057. The high gradient in the southern hemisphere is much stronger
than the gradient at equatorial regions for the same range of depths.
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Figure 8.9: Radial gradient derived from a linear fit of angular velocity as a function of
latitude. f-mode splitting inversions (dashed) and ring diagram analysis (full).

Figure 8.10: Resolution kernels of OLA inversion of the radial gradient of the zonal and
meridional flows.
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8.4 Inversion of the velocity gradient

Following Thompson (1990), it is also possible to invert the radial velocity gradi-
ent directly from the observed shifts by taking equations 2.19, 2.20, and consid-
ering an integration by parts such as

un`x,y = βn`vx,y(R)− βn`
∫ R

0

K̃n`(r)
dvx,y(r)

dr
dr (8.1)

K̃n`(r) =

∫ r

0

Kn`(r′)dr′

where Kn` and β are given in equations 2.21, 2.22. K̃n` is the mode sensitivity
kernel relating the radial velocity gradients to the frequency shifts. This inversion
also requires one to know the velocity at the surface given in the first term of
the LHS of equation 8.1. I have implemented this inversion into the ring diagram
pipeline to infer radial gradients of angular velocity and meridional circulation.
The resolution kernels inferred from OLA inversion of the frequency shifts derived
from a standard data-cube are shown in figure 8.10 and look well localized. Hence,
the results of the inversion are promising. Up to now, the inversion has been
applied to one data cube only for a performance test. In the near future, the
whole available GONG data will be used to invert the meridional and zonal
radial gradient to perform a long term study.

8.5 Summary

Results on the study of the radial gradient of angular velocity from ring diagram
analysis of 7 years of GONG data can be summarized as follows:

• The radial gradient is mostly negative at all depths down to about 15 Mm
at latitudes up to 52.5◦ north and south. Its highest amplitude is reached at
the equator whereas the lowest amplitude appears at the highest latitude.

• The amplitude of the radial gradient decreases downward until about 0.99R
where it becomes mostly constant with depth with a value between -300
nHz/R and -350 nHz/R between the equator and ±40◦.

• The southern radial gradient has a stronger amplitude than the northern
gradient at all latitudes.

• From extrapolation one can imagine that the radial gradient is likely to
change sign at higher latitudes than 52.5◦ most likely at the first 0.5%
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below the surface. In addition, the gradient in the northern hemisphere is
supposed to change sign at lower latitudes than in the southern hemisphere.

• A singularity happened at the end of solar cycle 23 (beginning of year
2007) where a radial gradient higher than 350 nHz/R in amplitude went
deeper than 0.99R at southern mid-latitudes, with an amplitude increasing
downward. The period where this deep reversed gradient happened was
followed by a period of a strong gradient of about -1000 nHz/R, much
stronger than the equatorial gradient.

• At the time when the reversed gradient occurred, a strong solar flare ap-
peared close to the equator, even though this was close to solar minimum.

• The radial gradient obtained by the linear fit of the angular velocity derived
from ring diagram analysis and that obtained from f-mode inversion show
similar trends as a function of latitude but with slightly different amplitudes.
f-mode inversion infers a lower constant gradient at low latitudes (-450
nHz/R) than our results. This is most likely due to the fact that ring
diagram analysis includes modes with higher degree in addition to the use
of modes with radial orders up to 6 whereas f-mode inversion includes only
mode with ` < 300 and n = 0 only.

• The inversion of the radial gradient of angular velocity and meridional cir-
culation from frequency shifts of ring diagram analysis reveals promising
results and will be performed for a long term study.
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Abstract. We have estimated the radial gradient of angular velocity in the
very subsurface layers of the sun for the period 07/2001 - 07/2007 which cov-
ers 80 Carrington rotations, starts at the maximum of cycle 23 and ends at its
minimum. This analysis confirms that, on average, the radial gradient of angu-
lar velocity remains negative and roughly constant between 0.980 and 0.991R⊙
below 40◦ of latitude. The extension of ring analysis up to 60◦ over 2 periods
covering 3 Carrington rotations each shows a positive gradient at this latitude
which tends to confirm the sign reversal revealed by the analysis of MDI f-modes
(Corbard & Thompson 2002). Finally, we report an enhancement of the radial
gradient around 35◦ and 0.990R⊙ at the beginning of 2007 which corresponds
to the beginning of the new cycle 24.

1. Introduction

The radial gradient of angular velocity has previously been inferred in the solar
interior using global properties of f or p-modes. By analyzing f-modes collected
over 7 years of MDI observations (1996 − 2001), Corbard & Thompson (2002)
have found an evidence of sign reversal at latitudes higher than 50◦ but confined
in a thin layer extending only 5 Mm beneath the visible surface. By analyzing
depth dependence of the horizontal flows during a single Carrington Rotation
(CR 1988: 2002 March 30-April 25) for each latitude and longitude of a standard
ring diagram analysis, Komm et al. (2004) found a very significant correlation
between the surface magnetic flux and the amplitude of the horizontal flows
vertical gradient. More recently (Antia et al. 2008) analyzed f and p-modes
(up to l = 300) covering the whole solar cycle using GONG and MDI data
(1996−2007) and observed again a close relation between the temporal behavior
of this gradient and solar activity.

In this work, we attempt to look more closely at this sub-surface radial
shear by using the high degree p-modes through ring diagram analysis of 7 years
of GONG data covering a period between the maximum and the minimum of
the solar cycle 23 (July 2001 - July 2007, CR=[1979,2059]). The modes we
are exploring allow us to reach a depth of about 16 Mm (about 2% under the
visible solar surface). We restrict our study to layers deeper than 3 Mm in
order to avoid possible bias that could arise from less reliable estimation of the
inversion kernels close to the photosphere boundary. In addition to the use of
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Figure 1. Left panel: radial rotation gradient averaged over 7 years as
function of depth for eight latitudes ( 0, 7.5, 15, 22.5, 30, 37.5, 45 and 52.5◦
from bottom to top at 0.980R⊙) . Right panel: maximum value of the radial
gradient at each latitude.

usual patches up to 52.5◦ of latitude, we have tried to explore patches centered
at 60◦ in order to check for the sign reversal of the radial gradient of angular
velocity at high latitudes.

2. Data analysis

Ring diagram analysis has been used to infer zonal velocity flows (Hill 1988; Cor-
bard et al. 2003). Patches of 16◦×16◦ have been remapped, tracked , appodized
to an extend of 15◦ and Fourier transformed to get local 3D power spectra. Fre-
quency shifts are inferred by fitting the power spectra using a Lorentzian profile.
Then, the shifts are inverted using an optimal localized average method to get
flows as function of depth. Each patch is averaged over the time period during
which it is visible. In order to reduce doertening effects less weight is given to
a patch when it is located close to the limb. Then patches located at the same
latitude are averaged over a whole CR.

3. Variation of the radial gradient of angular velocity over 7 years
of GONG data

The radial gradient of angular velocity has been estimated at depths from
0.980R⊙ to 0.997R⊙ from a numerical derivation of the azimuthal part of the
north-south symmetrized horizontal flows for each of the 80 CR and for 8 lati-
tudes in the range [0◦-52.5◦]. Figure 1 (left panel) shows that the radial deriva-
tive of the time and longitude averaged angular velocity is negative at all the
taken depths and latitudes. Between 0.980R⊙ and about 0.991⊙ and for lati-
tudes below 40◦ the radial gradient of angular velocity roughly constant with
a value around −350 nHz/R⊙. Above 40◦ this value tends towards zero. On
the opposite, above 0.991R⊙ (i.e. 7Mm), its amplitude increases quickly at all
latitudes as we approach the surface. Figure 1 (right panel) shows the maximum
value (i.e. its minimum amplitude) reached by the radial gradient as a function
of latitude. This value is almost constant for latitudes lower than 40◦. For
higher latitudes, it decreases in absolute value and reaches almost zero at 52.5◦.



Subsurface radial gradient of angular velocity 3

Figure 2. Temporal variation of the radial gradient of angular velocity at
0.990R⊙

Figure 3. Same as Fig. 1. Left: the radial gradient is averaged over 3 CR
(1983-1985) at the maximum solar activity. Right: the radial gradient is
averaged over 3 CR (2057-2059) at the minimum solar activity.

We also notice from Fig. 1 that the depth for which the minimum amplitude of
the gradient is reached increases with latitude.

Figure 2 shows the temporal variation of the gradient near 0.990R⊙. It
shows some fluctuations around the average behaviour discussed above but a
noticeable exception is seen at the beginning of 2007 when a unusually strong
gradient is detected near 35◦ of latitude. We notice that such enhanced gradient
appears also in the analysis of (Antia et al. 2008) but rather around year 2005.
Such features could be related to the starting of the new solar cycle 24 and might
deserve more investigations.
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4. Using high latitude patches

The most poleward patches considered in standard ring diagram analysis mosaic
of the solar disk are centered at 52.5◦. This choice has been made in order to
avoid foreshortening effects that can bias the ring analysis. We have extended
the mosaic to patches centered at 60◦ from the equator and no more than 15◦
from the central meridian. We have checked that the number of fitted modes
does not decrease dramatically for these patches showing that it should still be
possible to make some inference about these latitudes.

We have used this new mosaic for a restricted data set of 6 Carrington
rotations. The 3 first CR cover the maximum of cycle 23 at the end of 2001-
beginning of 2002 (CR 1983-1985) and the second 3 CR cover the minimum of the
cycle at mid 2007 (CR 2057-2059). The radial gradient has been estimated by
deriving the averaged angular velocity over 3 CR in both cases. Figure 3 shows
that a positive gradient is detected at the extended latitude and that it is more
important for the period with higher activity. The inferred gradient fluctuates
however quite a lot when evaluated on few months only. In future work, we
should look at the correlation with activity over more CR by averaging patches
with similar activity levels rather than taking simple longitude averages.

5. Conclusion

In this work we confront results obtained previously from global helioseismology
on the radial gradient of angular velocity in the immediate sub-surface layers to
the one obtained by averaging, over time and longitudes, local horizontal flows
inferred using ring-diagram analysis. Because local helioseismology is based on
the analysis of modes of higher spherical harmonic degrees, we can potentially
reach higher spatial resolution. This allow us for instance to show that the
radial gradient is clearly not constant everywhere in a layer covering 2% of
the solar radius beneath the surface (see Fig. 1). On the other hand, local
helioseismology is strongly affected by foreshortening effects when one analyses
patches located at high latitudes or close to the limb. We have shown here
however that results obtained at 60◦ are compatible and show also the sign
reversal previously revealed by global f-mode analysis. Our analysis exhibits
also an enhanced gradient located at 35◦ and 0.990R⊙ at the beginning of 2007.
If confirmed, this could be of particular interest because this corresponds to the
beginning of a new cycle and the latitude at which the first signs of activity
emerge. Ring analysis results remain however quite noisy when averaged over
only few months and therefore more analysis over longer periods will be needed
in a more complete work in order to address their statistical significance.

References

Antia, H. M., Basu, S., & Chitre S. M. 2008, ApJ, 681, 680
Corbard, T., & Thompson, M. J. 2002, Sol. Phys., 205, 211
Corbard, T., Toner, C., Hill, F., Hanna, K. D., Haber, D. A., Hindman, B. W., &

Bogart, R. S. 2003, in: GONG+ 2002. Local and Global Helioseismology: the
Present and Future, ed. H. Sawaya-Lacoste, ESA SP, 517, p. 255

Komm, R., Corbard, T., Durney, B. R., González Hernández, I., Hill, F., Howe, R., &
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Conclusions

Begin thus from the first act, and proceed; and, in
conclusion, at the ill which thou hast done, be
troubled, and rejoice for the good.

Pythagoras.

I summarize results obtained in this thesis and touch upon on perspectives
for future work.

Summary

Results in this thesis have again shown the doubtless strength of helioseismol-
ogy as a tool to explore solar dynamics and structure both globally and locally.
The processed work in this thesis as well as the most important findings are
summarized here, starting by the investigation of solar structure in the light of
helioseismic constraints. Than, the achieved exploration of long-term variations
of the zonal and meridional flow, inferred from ring diagram analysis of GONG
data, during the declining phase of solar cycle 23, is summarized. I will highlight
each result in bold, followed by a short summary of more details about the idea
behind and the work done to reach it.

1. The new solar abundances, lower than those previously used to build
standard solar models, lead to a considerable disagreement with helio-
seismic constraints of the radiative and convective zones. I extended
the helioseismic diagnostics to the use of small frequency spacings of
low degree modes to constrain the inner zones modeling down to the
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core, where the discrepancy appeared to be strong as well (Zaatri et al.,
2006b, 2007). As yet, no plausible solution has been found to resolve
the discrepancy.

In order to study the effect of changing the solar mixture in the standard so-
lar models, I used the CESAM stellar evolution code in which I implemented new
OPAL opacity tables of several sets of heavy element abundances, notably the
new solar mixture, to build several standard solar models. The outcome of this
study was that the inner regions of the solar interior are also strongly affected
by the change in solar abundances, where small frequency low degree spacings
of solar models based on the new mixture are much higher than those obtained
from old mixture models and essentially higher than the small frequency spacings
observed with GOLF/SOHO instrument. Also, the calculated g-mode frequencies
are affected by the change in solar abundances. This work has confirmed that
the increase of Neon abundance by about 0.5 dex could raise the discrepancy
from the convection zone to the core, however this value has not been confirmed
from observations. The discrepancy between helioseismology and the solar mod-
els based on the new abundances has no explanation, as yet. This issue is a
challenge to review and improve solar model physical processes, for instance, in
terms of angular momentum transport including rotation and magnetic field that
are not fully treated in stellar evolution theory.

2. Sensitivity kernels of high degree modes are weakly sensitive to most
of the solar modeling ingredients. Nonetheless, they show a slightly
more pronounced sensitivity to the upper most layers modeling. It
might then be appreciable to get a better modeling of these layers
than that provided by standard solar models (Zaatri et al., 2009b).

Sensitivity kernels of high degree modes are important inputs for the ring di-
agram analysis which is the local helioseismology technique used to infer sub-
surface flows in this thesis. Up to now, only model S constructed in 1996 with
the contemporary physics of the solar interior processes has been used to gen-
erate these functions. However, many aspects of the solar modeling have been
improved since then. In order to see whether the change in solar models affects
the sensitivity kernels, I generated a set of sensitivity kernels using different solar
models constructed from the CESAM code. This study confirmed that sensitiv-
ity kernels of high degree modes are slightly influenced by the change in solar
modeling ingredients such as the age, the solar abundances, the opacities and the
treatment of the convection zone. However, the modeling of the outermost layers’
of the Sun (last 0.1% of the solar radius) affect kernels relative to high degree
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modes with high radial orders. The effect of this change on the measurement
of the underlying flows from the inversion of locally measured frequency shifts
also revealed a very weak effect of the change in the solar modeling, where the
biggest effect is also due to the outer most layers modeling but is still within the
measurements error bars. This study might, however, become more important
with the upcoming SDO/HMI data which will provide us with better spatial res-
olution. The inferred result from this new data will be in turn more sensitive to
our modeling of the outermost layers.

3. Ring diagram analysis of high degree modes at localized parts of
the solar disk offers a valuable access to the study of sub-photospheric
large scale flows longitudinally, latitudinally as well as radially. Al-
though, the technique is subject to many artifacts that can crucially
degrade the sought solar signal by distorting the 3D power spectrum
of solar oscillations (Zaatri et al., 2008a). Correctly mapping the so-
lar images onto heliographic grids can avoid one of the major sources
of non desirable distortions of the power spectrum. Using the Postel
projection seems to bring the best results regarding this issue.

Continuous data provided by the GONG network since July 2001, which cov-
ers most of the declining phase of solar cycle 23, was our stimulating factor to
continue using ring diagram analysis in order to infer long term variations of the
horizontal flows. Indeed, having precise measurements of the rotation and merid-
ional circulation from maximum to minimum activity can bring precious insights
on the solar dynamo theory in order to better understand the puzzling process
of the solar cycle. However, the ring diagram technique has to be handled with a
great care since many artifacts could interfere with the horizontal flow measure-
ments and might lead to some misleading information about the solar dynamics.
In this thesis, I have tried to focus on one of the sources that might be harmful
for the analysis in the sense that it could bring additional distortions to the lo-
cal power spectrum of high degree solar oscillations leading to systematic errors
in the determination of the frequency shifts and hence in the sub-surface flows.
This source is the remapping of solar images onto a heliographic coordinates grid.
Despite the obvious fact that one has to use projections based on great circles
along which acoustic waves propagate, a detailed study has selected the oblique
cylindrical projection to be the most appropriate mapping for the measurement
of both meridional and zonal flows.

4. One efficient way to studying long term variations of horizontal
flows is to see them in a synoptic picture as a function of Carrington
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longitude and latitude for several depths at a given Carrington rota-
tion. During this thesis, I have developed a code to generate these
synoptic maps from daily horizontal flows measured by the ring dia-
gram analysis of GONG data.

From ring diagram analysis of seven continuous years of GONG data, long term
investigations of the sub-photospheric flows can be performed in time, latitude
(±52.5◦) and depth down to 15 Mm from the maximum to the minimum of the
cycle. In order to easily produce synoptic maps from daily horizontal flows of
the dense-pack mosaic for several Carrington rotations, I developed a program
to produce these maps as well as those corresponding to the flow residual that
allow focusing on flows around active regions. Moreover, the code generates re-
lated fluid characteristics such as the divergence as well as the vertical velocity
derived from mass conservation that can be obtained for a given density pro-
file. The code is adapted to the actual range of latitudes and central meridian
distances (±52.5◦) given by the dense pack matrix but can be easily extended
or adapted to other mosaics such as the ones that will become possible with the
SDO/HMI high resolution data. The synoptic maps are also overlaid on rebinned
unsigned magnetic field measurements obtained from magnetic synoptic maps of
MDI or GONG in order to study the relationship between magnetic activity and
horizontal flow fields.

5. The analysis of 7 continuous years of GONG data has allowed us
to obtain several interesting results about the variation of meridional
and zonal flows with time. Especially, their north-south asymmetry has
been studied. These are observational ingredients that should be taken
into account when modeling the very complex solar cycle processes.
The most important findings on the long-term study of the horizontal
flows are summarized in the following points.

• First investigations of the long term variations of horizontal flows have
shown an annual periodicity in the variation of the meridional circulation,
a north-south flow, at high latitudes that turned out to be well correlated
with the B0-angle. The zonal flow, an east-west flow, is much less sensitive
to this systematic effect (Zaatri et al., 2006a,c).

• Meridional circulation got a strong acceleration during the declining phase
of solar cycle 23 whereas the zonal flow only shows the well known torsional
oscillation variation in time.

• Rotation of the subsurface layers recovered from the zonal flow and tracking
rotation rate, is shown to be slower than the small bright coronal structures
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rotation. The north-south asymmetry of both rotations reveals a faster ro-
tating southern hemisphere than the northern hemisphere. The investigated
part of solar cycle 23 also shows that the southern hemisphere was more
active than the northern hemisphere. In addition, at latitudes where the
north-south asymmetry of the angular velocity increases (decreases) with
activity for the SBCS, it decreases (increases) for subphotospheric layers
(Zaatri et al., 2009a).

• The rotational radial gradient is overly negative for the dense-pack mosaic.
It mainly reaches its strongest value at the equator and the lowest value at
the highest latitudes where the sign reversal can be expected. The northern
hemisphere shows a weaker negative gradient than the southern hemisphere
which supposes that the sign reversal in the north might appear at lower
latitudes than in the south. Moreover, a particularity of the radial gradi-
ent appeared at the beginning of solar minimum where also an uncommon
strong solar flare erupted at the same period (Zaatri et al., 2008b).

Perspectives

The long term study of horizontal zonal flows inferred from ring diagram analysis
of continuous GONG data covering the whole declining phase of solar cycle 23 has
already revealed many interesting results. Nonetheless, as we get more results,
new questions are posed. Here, I summarize some investigations that are planned
for the near future.

1. Further improvements of the synoptic flow maps
The dense-pack matrix is a practical way to study the flows at different latitudes
and Carrington longitudes. However, the fixed distribution of patches in central
meridian distance (in a Carrington coordinates grid) is based on the assumption
that regions at all latitudes rotate at a the same rotation rate. Thus, a patch
centered at 52.5◦ latitude and at the central meridian which would have rotated
only 12◦ in one dense-pack day, is supposed to be centered at the central meridian
distance of 15◦ in the subsequent day. Consequently, this attributes to the tracked
region a portion of 3◦ in width which was not part of the first patch on one side
and removes an original portion with the same width on the other side of the
patch. This issue can be resolved if a grid in central meridian distance was built
by considering the differential rotation over one Carrington rotation such as that
suggested by Ulrich and Boyden (2006). This is worth investigating in the future
to get a more proper construction of synoptic flow maps.
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2. Radial gradients of the meridional and zonal flows inferred from the
inversion of frequency shifts.
The direct inversion of the radial gradients of the zonal and meridional flows from
frequency shifts has been successfully applied to one data cube. When having
accurate estimates of the velocity fields at the surface, this procedure is more
robust than computing radial gradients from the inverted flows. In the near
future, this inversion will be applied to the whole GONG data available to infer
daily radial gradient flow maps and perform a long-term study in latitude and
depth that will be compared to the magnetic activity.

3. Investigating the relationship between rotational radial gradient and
the flare activity.
I found a singular concurrence between a particularity in the monotonic behav-
ior of the rotational radial gradient and a strong eruption of an active region
that happened at the beginning of the solar cycle minimum. A more advanced
statistical study of the seven years studied on this relationship between flare pro-
ductivity and rotational radial gradient might provide useful insights for space
weather forecasts.

4. Investigating the relationship between longitudinal meridional flow
variation and active longitudes
Our finding on the correlation between the meridional circulation and the annual
variation of the B0-angle has been confirmed to be different between minimum
and maximum of the cycle. The correlation observed around the equator is most
likely due to another source than the B0-angle variation which would obviously
affect only high latitude regions. Since the relation between the variation of the
meridional flow and the solar activity has been confirmed by the acceleration of
the meridional circulation in the period of solar minimum, this periodicity at low
latitudes might also be related to the magnetic activity. One of the possibilities
is that there exists a direct relation between the meridional flow variation and
the well know active longitudes. In the near future, a study of the relationship
between meridional circulation and the active longitudes will be performed.

5. Using the incoming SDO/HMI data
The Solar and Dynamics Observatory is planned for launch on the 3rd of February
2010. The Helioseismic and Magnetic Imager (HMI) will be the successor of
SOHO?MDI but with continuous production of dopplergrams, 4 times higher
spatial resolution (4k×4k), and a shorter time cadence (50 sec). It is our plan to
use these data that will definitely push our actual knowledge on the flow fields of
the Sun from ring diagram analysis to a much higher level. For instance, in the
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study presented, our latitudinal coverage was limited to less than ±55◦ because
of the foreshortening effect that prevents us from performing high latitudinal
investigations. The HMI images will allow us to reach much higher latitudes
and might, for instance, lift the veil on the location of the sign reversal of the
rotational gradient. This will allow addressing the question of the shear layer
near the surface in order to bring other constraints on the internal circulation,
the transport of the angular momentum and dynamo processes. Also, the detailed
analysis I have performed in this work reveals the influence that many parameters
involved in our models and methods can have on the estimated flow fields. Some
have turned out to have negligible effects given the present resolution and quality
of the data but all are expected to become significant with the upcoming HMI
high resolution and high cadence data. Moreover, shorter temporal sampling
also means higher Nyquist frequency that will allow us to resolve the acoustic
oscillation power spectrum in regions never explored before. Undoubtedly, the
upcoming SDO/HMI will again revolutionize our knowledge about the structure
and dynamics of our Sun with the very precious tool of helioseismology.
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Appendix A

A.1 The oblique cylindrical projection

We note R(x, y, z) the heliographic coordinate system. If we note θ the latitude
and φ the longitude in this coordinate system, their relation to the Cartesian
coordinates is x = cos θ cosφ, y = cos θ sinφ, z = sin θ.

The oblique cylindrical projection is obtained by considering the following
rotations:

1. rotation around z by φ0:

R(x, y, z) → R′(x′, y′, z′ = z)
(θ, φ) → (θ′ = θ, φ′ = φ− φ0)

This leads to the following relations between the heliographic coordinates
and the new coordinates:

x′ = cos θ′ cosφ′ = cosθ cos(φ− φ0)
y′ = cos θ′ sinφ′ = cosθ sin(φ− φ0)
z′ = sinθ′ = sinθ

2. rotation around y′ by -θ0:

R′(x′, y′, z′) → R(x, y = y′, z)
(θ′, φ′) → (θ, φ)

This leads to the following relations between the heliographic coordinates
and the new coordinates:

191



A.

 x
y
z

 =

 cos θ0 0 sin θ0

0 0 1
− sin θ0 0 cos θ0

  x′

y′

z′


or:

cos θ cosφ = cos θ0 cos θ′ cosφ′ + sin θ0 sin θ′

cos θ sinφ = cos θ′ sinφ′

sin θ = − sin θ0 cos θ′ cosφ′ + cos θ0 sin θ′

From the two rotations we derive the following equations:

cos θ cosφ = cos θ0 cos θ cos (φ− φ0) + sin θ0 sin θ
cos θ sinφ = cos θ sin (φ− φ0)
sin θ = − sin θ0 cos θ cos (φ− φ0) + cos θ0 sin θ

In the oblique cylindrical projection, each point of the inferred planar grid is
defined by the coordinates (X = φ, Y = θ). Hence, the direct formulas relating
the coordinates of this grid to the heliographic coordinates are given by:

Y = arcsin (− sin θ0 cos θ cos(φ− φ0) + cos θ0 sin θ) (A.1)

X = arcsin
cos θ sin(φ− φ0)

cosY
(A.2)

The inverse formulas relating the heliographic coordinates to the coordinates of
the grid are given by:

θ = arcsin (sin θ0 cosY cosX + cos θ0 sinY ) (A.3)

φ = arcsin
cosY sinX

cos θ
+ φ0 (A.4)

Note that in order to get the transverse cylindrical projection, one has to
add a π/2 rotation around the x axis to those defined above. This rotation

leads to a new coordinate system R(x = x, y = z, z = −y). The transverse

cylindrical projection is obtained by taking (X = −θ, Y = φ). The inferred
formulas relating the heliographic coordinates to the coordinates of this grid are
given in the proceedings I.

A.2 Projection to the camera plane

Let us define any point on the sun as observed from Earth in the coordinate
system R′′(x′′, y′′, z′′). The relation between R′′ coordinates and heliographic
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A.2 Projection to the camera plane

Figure A.1: Simplified drawing of the camera projection of solar coordinates.
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coordinates (R(X, Y, Z)) can be obtained by rotating X and Y by an angle L0

around Z leading to the system R′(X ′, Y ′, Z) and then rotating (X’,Z) around Y’
by an angle B0, where L0 and B0 are the coordinates of the center of the solar
disk as observed from Earth. Then, any point on the Sun (R coordinate system)
defined by its heliographic latitude and longitude (θ, φ) will have the following
cartesian coordinates in the R” coordinate system

x′′ = sin θ sinB0 + cos θ cosB0 cos (φ− L0) (A.5)

y′′ = cos θ sin (φ− L0) (A.6)

z′′ = sin θ cosB0 − cos θ sinB0 cos (φ− L0) (A.7)

In figure A.1 (distances are exaggerated for clarity), one can consider the
projection plane to be (y”, z”). From the triangle oRI one can get :

ε = D
r0

R
, (A.8)

D being the distance Sun-Earth, R is the solar radius, r0 is the radius of the solar
image and ε is a negligible distance.

In addition, the triangle (oz”mI) gives

z”R

D −Rx”
=
Y − Yc
ε

. (A.9)

From these equation one gets

Y − Yc
r0

=
z”

1− Sx”
, (A.10)

where S = R/D is the apparent semi-diameter.
By writing the same relation from the triangle (oy”mI), one gets

X −Xc

r0

=
y”

1− Sx”
. (A.11)

Finally, equations 5.1 and 5.2 are obtained by replacing the expressions of x”, y”
and z” (equations A.5 – A.7) in the equations A.10 and A.11.
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Appendix B

The hflows synoptic package

The ’hflows synoptic’ package is a set of IDL routines used to create synoptic
maps of horizontal velocity flows and their residuals from the daily velocity flows
generated by the ring diagram analysis of GONG data using the GONG ring
diagram pipeline. Examples of synoptic flow and residual flow maps are shown
in figures 7.1 and 7.2 for Carrington rotation 1997 at two different depths.
In addition, the package calculates three other fluid dynamics descriptors; the
divergence and the vorticity of the horizontal velocity and the vertical velocity.
A readme file of the hflows synoptic package is given at the end of this appendix
and the source code is available for download on the HELAS website1.
The divergence and vorticity of the horizontal velocity are given as follows:

div(vh) =
δvx
δx

+
δvy
δy

(B.1)

vort(vh) =
δvy
δx
− δvx

δy
(B.2)

The vertical velocity (vz) is derived from the continuity equation knowing the
horizontal velocity divergence and the density ρ (Komm et al., 2004) such as

δρ

δt
+

1

ρ
(
δρ

δx
vx +

δρ

δy
vy +

δρ

δz
vz) + (

δvz
δz

+ div(vh)) = 0 (B.3)

The second and third terms in the LHS are the density fluctuation in the (x,y)-
plane which is approximately averaged out because of the big spatial extension of
the patch. Also, because of the considered length of the time serie one can neglect
the first term in the LHS. The solution to the resulting simplified differential

1http://www.mps.mpg.de/projects/seismo/software/SYNOPTIC FLOW MAPS
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Figure B.1: Synoptic map of Carrington rotation 1993 at 8 Mm of a difference between
vertical velocities, obtained from two different profiles of density (Model S - CS3).

equation gives the vertical velocity at each depth. The depth range only consists
of a limited discrete set of depths provided by the inversion of the flows.

vz(rd) =
1

ρ(rd)

∫ R

rd

ρdiv(vh)dz + vz(R)
ρ(R)

ρ(rd)
(B.4)

In figures B.2 and B.3, the three quantities are displayed in synoptic maps as
a function of latitude and Carrington longitude for Carrington rotations 1993
and 1997 at depth 7.1 Mm. Contours in the maps correspond to the unsigned
magnetic field derived from MDI magnetic synoptic maps1 of same Carrington
rotations, rebinned in standard ring diagram patches for the dense-pack mosaic.
These figures are optional outputs of the package. The package also allows to
use several density profiles to measure the vertical velocity. Figure B.1 shows the
difference between vertical velocities derived from two different density profiles
corresponding to model S and model CS3 (see figure 4.1). The maximum differ-
ence is given at the locations of strong downflows that coincide with the location
of strong magnetic field.

1http://soi.stanford.edu/magnetic/index6.html
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Figure B.2: Synoptic maps of the horizontal velocity divergence (upper) and vorticity (middle)
and the vertical velocity (bottom) of Carrington rotation 1993 taken at depth 7.1 Mm. Maps
are overplotted by contours of unsigned magnetic field rebinned in standard patches of the
dense-pack mosaic.
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Figure B.3: Same as figure B.2 but for Carrington rotation 1997
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README FILE

—————————–
Package name: HFLOWS SYNOPTIC

—————————–
Author: AMEL ZAATRI

—————————–
2009.07.27.

Purpose: The ’hflows synoptic’ package is a set of
IDL routines used to create synoptic maps of horizon-
tal velocity flows and their residuals from the daily
velocity flows generated by the ring diagram analysis
of GONG data using the RINGPIPELINE.

The data: The data to be used are daily di-
rectories containing the inversion velocity files as
generated by the ringpipeline. Currently there is
data stored in the directory ’data/’ for CR 2062. To
get other data, download it from the GONG website
http://gong2.nso.edu/archive/patch.pl?menutype=h.

Installation and usage

• create a working directory (exp. in your home
directory)

mkdir /home/hflows synoptic/

• Go to this directory and copy the file
hflows synoptic.tar.gz inside

cd /home/hflows synoptic/
cp /downl syn/hflows synoptic.tar.gz .

where /downl syn/ is the directory where the file
has been downloaded

• untar and unzip the hflows synoptic.tar.gz using

gunzip hflows synoptic.tar.gz
tar -xvf hflows synoptic.tar

This will generate:

lib/ : directory containing all the idl routines
needed to execute the main program.
data/ : directory containing some data that
are needed for running the program with more
options.
exples/: directory containing synoptic flow
maps and synoptic flow residuals as well as
other fluid descriptors for Carrington rotation
2062. The used magnetic synoptic map is given
in data/
get varsynoptic.pro: routine used to create the
save file of the parameters used to lunch the
main program.
plot synoptic.pro: Main program used to plot
the synoptic maps.

At this stage you need to open an IDL session
to execute the program

idl

• add the path of lib/ directory to your IDL path
(and don’t forget the TEXtoIDL package too!):

IDL> !path=’/home/hflows synoptic/lib/:’ +
!Path
IDL> !path=’/home/texttoidl/:’ + !Path

• generate the data file (file synoptic) See point
II below.

• execute the main program.

The following example will generate the synop-
tic flow map and the synoptic residual flow map
for CR=1993 (high activity period) as well as the
fluid descriptors (divergence,vorticity,vertical ve-
locity) at depth 8Mm. A MDI magnetic synoptic
map is taken as a background for the maps. This
allows to see how the flows behave in regions with
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different activity levels. Notably, residual syn-
optic flow maps are generated to focus on flows
around active regions. The fluid descriptor maps
are overlapped by contours of unsigned binned
magnetic flux (see below).

IDL> plot synoptic,1993,file synoptic,dpthMm=[8.],
$ magneto=’data/synop Ml 0.1993.fits’,
typemag=’MDI’,mode=’ps’,1

Another example is given for the Carringon
rotation 2062 (low activity period) with a
GONG magnetic synoptic map.

IDL> plot synoptic,2062,file synoptic,dpthMm=[8.],$
magneto=’data/mrmds071112t0000c2062 000.fits.gz’,
typemag=’GONG’,mode=’ps’,1

Inputs of the plot synoptic program
plot synoptic, CRN, file synoptic,
dpthMm=dpthMm,
magneto=magneto,typemag=typemag,mode=mode,
fluid descriptors,lamd

• CRN: Carrington rotation number for which the
synoptic map is generated

IMPORTANT: In order to construct a synoptic
map you need to have some days from the
previous CR of the chosen Carrington rotation
and some from the next CR. Precisely, you need
the following days to construct a synoptic map
for the Carrington rotation CRN:
1- 3 GONG days of the Carrington rotation
CRN-1
2- The Whole GONG days of the Carrington
rotation CRN (24)
3- 4 GONG days of the Carrington rotation
CRN+1

• file synoptic: IDL save file of variables used to
generate a synoptic map.

** Ist Case: If the arborescence of direc-
tories as it is given in the GONG website

is conserved (month dir/day dir) then use the
following IDL command to generate the save file:

idl> get varsynoptic,dir,dir ve,file

dir: directory where the monthly directories are
dir ve: the directory where the velocity files are
located
(default ’ve/INVERSIONS/’)

** 2nd Case: If the arborescence is different:

1- Create your daily directory list
(ndays=number of daily directories) [dir days]

NB: The daily directory name is used to get the
date of the corresponding day. Therefore, it has
to contain the date of the corresponding day in
the format string/year/month/day/t/hour/min
or string/year/month/day. ’string’ can be of
any length (the whole path can be used as well).

To be sure that you re generating the correct
dates from the directory name try:
idl> dirday2date,your dirname,date
idl> print,date ;
date=[year,month,day,hour,minute,second]

2- use the routine find L0.pro to generate the
Carrington longitude of the central meridian
(L0). L0 is an array of ndays elements -L0 of
each day- (add dir ve to the daily dir name)

- use the routine get cr.pro to get the Carrington
rotation number array (cr) of ndays elements
-cr of each day-

3- Get Carrington rotation numbers. It is not
needed in the program but helps to choose the
Carrington rotation number of the synoptic
map to be built.
IDL> cru=unique(cr) & print,cru
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4-save the obtained variables
ID>save,dir days,dir ve,L0,cr,cru,file=file

NB: Please keep the names of the variables as
given here, because this notation is used in the
main program.

• dpthMm: range of depths in Mm

If dpthMm is not given, the program will use the
range depth [4.,8.,12.].
NB: in order to get trusty measurements of the
velocity flows, it is better to stay within the lim-
its: 2.Mm< dpthMm < 15.Mm

• magneto: This parameter has to be set to a file-
name corresponding to a GONG synoptic mag-
netic map (fits file) of the used Carrington ro-
tation if it is available. This map will be used
as a background in the synoptic flow maps and
as contours over-plotting the fluid descriptor 2D
representation.

• typemageto: This parameter is set to the type
of the magnetic synoptic map

- typemag=’MDI’
The MDI magnetic synoptic maps
are available for download from:
http://soi.stanford.edu/magnetic/index6.html.
Enter the Carrigton rotation number (CRN) and
get the file synop Ml 0.?.fits (where ?=CRN)

- typemag=’GONG’
The GONG magnetic synoptic maps
are available for download from:
http://gong2.nso.edu/archive/patch.pl?menutype=f

If magneto is not given the synoptic flow maps
will have a blank background.

• mode: This keyword is set to either output ps
files or display a movie.

- mode=’ps’ : synoptic maps are generated into
ps files for the given depths [dpthMm]

- mode=’movie’: a movie of synoptic flows and
their residuals is shown from 2Mm to 15Mm.

• fluid descriptors: If this parameter is set to 1
the program will generate an additional ps file
for each given depth with a 2D representation
of the following parameters:
- Divergence of the flow.
- Vorticity of the flow.
- Vertical velocity.
If the magnetic map is given These plots
will be overlapped by contours of unsigned
binned magnetic flux contours for some chosen
values (depending on the activity). [’binned’
means averaged B over a ring tile (15deg/15deg)]

For details concerning each of these fluid descrip-
tors see the paper by Komm et. al (2004).

• lamd: regularization parameter
The horizontal velocity flows as given in the
GONG website by now have been measured
using the RLS method for 10 values of the
smoothness parameter. 1¡lamd¡5. Actually this
range of ld gives almost same velocity results.
In order to see a difference, one has to use a
bigger value of lamd. However, it is usually
fixed to lamd=5. which is the default value set
in the program.
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Note concerning the storage of the measured
synoptic velocity data
The calculation of the synoptic velocities is time
consuming. In order to avoid doing the calculation
each time one wants to get synoptic maps for
different depths or parameters, the program creates
a save file in the data/ directory after the first
calculation of the velocities. The file gets the name
’syn v CR?.save’ (?=CRN). Then, each time the
program is lunched, it checks first for the availability
of the save file of the given CRN in the data/
directory, if it exists, the variables will be restored
from it and the calculation is avoided if it does not
exist the program does the calculation and stores
another save file for the given Carrington rotation
number. The save file would also allow the user to
do its own explorations.

In the given examples, the program will not do
any proper calculations from the given file synoptic,
but will simply restore the data from saved files as
these have been given in the data/ directory. These
files are provided in order to get a quick look of the
results that are generated. The user could also create
its own save files for the same CRN and compare
with the given ones (don t forget to change the name
of the given files, say by adding an extension .org ,
otherwise they will be overwritten).

PS: In case of any difficulty using this package
or of any detected bug, please send an email to
amel@kis.uni-freiburg.de.
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